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#### Abstract

We study the following refinement relation between nondeterministic state－transition models：model $\mathcal{B}$ strategically dominates model $\mathcal{A}$ iff every deterministic refinement of $\mathcal{A}$ is language contained in some deterministic refinement of $\mathcal{B}$ ．While language containment is trace inclusion，and the （fair）simulation preorder coincides with tree inclusion，strategic dominance falls strictly between the two and can be characterized as＂strategy inclusion＂between $\mathcal{A}$ and $\mathcal{B}$ ：every strategy that resolves the nondeterminism of $\mathcal{A}$ is dominated by a strategy that resolves the nondeterminism of $\mathcal{B}$ ． Strategic dominance can be checked in 2－ExPTiME by a decidable first－order Presburger logic with quantification over words and strategies，called resolver logic．We give several other applications of resolver logic，including checking the co－safety，co－liveness，and history－determinism of boolean and quantitative automata，and checking the inclusion between hyperproperties that are specified by nondeterministic boolean and quantitative automata．
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## 1 Introduction

Nondeterminism is a powerful mechanism for varying the degree of detail shown in a state－ transition model of a system．Intuitively，a nondeterministic model captures the set of possible deterministic implementations．Consider the process model $a b+a c$ ．This model allows two possible deterministic implementations，$a b$ and $a c$ ．Mathematically，each deterministic implementation of a nondeterministic model corresponds to a strategy for resolving the nondeterminism，i．e．，a function $f$ that maps a finite run $h$ through the model（the＂history＂） and a new letter $\sigma$ to a successor state $f(h, \sigma)$ allowed by the model．Consider the recursive process model $X=a b X+a c X$ ，which repeatedly chooses either the $a b$ branch or the $a c$ branch．There are infinitely many different strategies to resolve the repeated nondeterminism， e．g．，the strategy $f_{\text {prime }}$ whose $n$th choice is the $a b$ branch if $n=1$ or $n$ is prime，and whose $n$th choice is the $a c$ branch when $n>1$ and $n$ is composite．

Two models that describe the same system at different levels of detail are related by a preorder．Milner＇s simulation preorder and the trace－inclusion preorder represent two particularly paradigmatic and widely studied examples of preorders on state－transition models，but many variations and other refinement preorders can be found in the literature $[30,29,4,9,26]$ ．In its purest form，the linear－time view of model refinement postulates
that for two models $\mathcal{A}$ and $\mathcal{B}$, for $\mathcal{B}$ to describe the same system as $\mathcal{A}$ at a higher level of abstraction, the less precise model $\mathcal{B}$ must allow all traces that are possible in the more refined model $\mathcal{A}$ while potentially allowing more traces. In contrast, the pure branching-time view of model refinement postulates that for two models $\mathcal{A}$ and $\mathcal{B}$, for $\mathcal{B}$ to describe the same system as $\mathcal{A}$ at a higher level of abstraction, the less precise model $\mathcal{B}$ must allow all subtrees of the full computation tree of the more refined model $\mathcal{A}$ (modulo its isomorphic subtrees) while potentially allowing more trees. This tree-inclusion view of branching time corresponds to the simulation preorder and its generalization to fair simulation [20].

In this paper, we introduce and study a third fundamental view of model refinement strategy inclusion - which lies strictly between trace inclusion and tree inclusion. According to the strategic view, for $\mathcal{B}$ to describe the same system as $\mathcal{A}$ at a higher level of abstraction, the less precise model $\mathcal{B}$ must allow all deterministic implementations that are possible for the more refined model $\mathcal{A}$ (but $\mathcal{B}$ may allow strictly more implementations than $\mathcal{A}$ ). Mathematically, we say that $\mathcal{B}$ (strategically) dominates $\mathcal{A}$ if for every strategy $f$ resolving the nondeterminism of $\mathcal{A}$, there exists a strategy $g$ for resolving the nondeterminism of $\mathcal{B}$ such that every trace of $\mathcal{A}^{f}$ (the deterministic result of applying the strategy $f$ to the nondeterministic model $\mathcal{A}$ ) corresponds to a trace of $\mathcal{B}^{g}$.

Strategic dominance, like simulation, is a branching-time preorder, but while simulation corresponds to inclusion of all subtrees of the full computation tree of a model, dominance corresponds to the inclusion of all deterministic subtrees. To see that dominance is strictly coarser than simulation, recall the model $X=a b X+a c X$ and compare it with the model $Y=a b a b Y+a b a c Y+a c a b Y+a c a c Y$. Both models $X$ and $Y$ have the same traces, but $Y$ does not simulate $X$. Nonetheless, for every strategy resolving the nondeterminism of $X$ there exists a strategy resolving the nondeterminism of $Y$ that produces same infinite trace (and vice versa). In particular, the strategy $g_{\text {prime }}$ for $Y$ that dominates the strategy $f_{\text {prime }}$ for $X$ makes the following choices: initially $g_{\text {prime }}$ chooses the $a b a b$ branch (since 2 is prime) and thereafter, for all $n>1$, the $n$th choice of $g_{\text {prime }}$ is abac if $2 n+1$ is prime, and acac otherwise (because $2 n+2$ is never prime). To see that strategic dominance is strictly finer than trace inclusion, the standard example of comparing $a(b+c)$ with $a b+a c$ will do; these two process models are trace equivalent, but only the former has a deterministic implementation that includes both traces.

Relation to prior work. Our motivation for studying the strategic view of model refinement originated from the definition of history-determinism [22, 8]. A state-transition model $\mathcal{A}$ is history-deterministic if there exists a strategy for resolving the nondeterminism of $\mathcal{A}$ which captures exactly the language of $\mathcal{A}$. In other words, the nondeterminism of a history-deterministic model can be resolved on-the-fly, by looking only at the history, without making guesses about the future.

Strategies (a.k.a. policies) are a central concept of game theory, and our resolvers correspond mathematically to deterministic strategies of games played on graphs. However, we study the single-player case - where the player resolves the nondeterminism of a statetransition model-and not the multi-player case that arises in game models [3, 12]. Besides general strategies, we consider the special cases of finite-state strategies (which can remember only a finite number of bits about the history), and of positional strategies (which have no memory about the history). Positional (a.k.a. memoryless) strategies correspond, in our setting, to the removal of nondeterministic edges from a model ("edge pruning"). To the best of our knowledge, strategic dominance is a novel relation that has not been studied before. In particular, the seminal works on the linear time-branching time spectrum of sequential processes [30, 29] do not present a comparable relation. In general, these works do not involve a game-theoretic view of nondeterminism, which is a crucial aspect captured through our
use of resolvers. In this way, the game-theoretic view adds a new dimension to the spectrum of process preorders.

For generality, we study strategies for state-transition models in a quantitative setting, where all states have outgoing transitions and all transitions have numeric weights [11]. In this setting, every finite path through a state-transition model can be extended, every infinite path is assigned a numeric value, and the values of different paths can be compared. The trace preorder between $\mathcal{A}$ and $\mathcal{B}$ requires that for every infinite word $w$, for every run of $\mathcal{A}$ on $w$ there exists a run of $\mathcal{B}$ on $w$ of equal or greater value. All refinement relations we consider are refinements of the trace preorder. The quantitative setting generalizes the boolean setting (take $\{0,1\}$ as the value set, and assign the value 1 to a run iff the run is accepted by the model), and it generalizes many common acceptance conditions on finite and infinite runs (Sup and Inf values correspond to reachability and safety acceptance; LimSup and LimInf values to Büchi and coBüchi acceptance). Extensions of simulation and inclusion preorders to this setting have been studied in [11].
Contributions of this paper. Our results are threefold. First, we define resolver logic as a first-order logic that is interpreted over a set QA of quantitative finite automata over infinite words. Resolver logic quantifies over infinite words $w$, strategies $f$ that resolve the nondeterminism of automata $\mathcal{A} \in \mathrm{QA}$ (so-called "resolvers"), and natural numbers. The existentially quantified formulas are built from terms of the form $\mathcal{A}^{f}(w)$ using Presburger arithmetic. The term $\mathcal{A}^{f}(w)$ denotes the value of the unique run of the automaton $\mathcal{A}$ over the word $w$ when all nondeterministic choices are resolved by the strategy $f$. We show that model-checking problem for resolver logic-i.e., the problem of deciding if a closed formula $\varphi$ is true over a given set $\mathcal{A}$ of automata-can be solved in $d$-ExpTime, where $d$ is the number of quantifier switches in $\varphi$. Our model-checking algorithm uses automata-theoretic constructions over parity tree automata that represent resolvers. A main difference of resolver logic to strategy logics [12, 25], besides the handling of quantitative constraints and Presburger arithmetic, lies in the quantification over infinite words. This quantification is not present in strategy logics, and lets us define strategic dominance and other inclusion-based relations.

Second, we define in resolver logic eight different resolver relations between quantitative automata, including the strategic-dominance relation explained above. The eight relations are obtained from each other by reordering quantifiers in resolver logic. We show that six of the eight relations are preorders: one coincides with simulation, four coincide with trace inclusion, and the sixth - strategic dominance - lies strictly between simulation and trace inclusion. The remaining two relations are finer than simulation and transitive, but not reflexive. Since all eight relations are defined in resolver logic, they can be decided using the model-checking algorithm for resolver logic. We also specialize our expressiveness and decidability results to specific value functions (Sup; Inf; LimSup; LimInf) and to restricted classes of strategies (positional; finite-state).

Third, we provide three more applications for resolver logic, in addition to checking strategic dominance. These applications show that resolvers play a central role in many different automata-theoretic problems.

Three more applications. Our first application concerns the co-safety and co-liveness of boolean and quantitative automata [21,5]. In [5], while the authors solved the problems of deciding safety or liveness, they left open the bottom-value problem for quantitative automata, which needs to be solved when checking if a quantitative automaton specifies a co-safety or co-liveness property. The bottom value of a quantitative automaton $\mathcal{A}$ can be defined as the infimum over all words $w$ of the supremum over all resolvers $f$ of the value $\mathcal{A}^{f}(w)$. The bottom value, and all similarly defined values, can therefore be computed using the model-checking algorithm for resolver logic.

Our second application concerns the history-determinism of boolean and quantitative automata. For a model $\mathcal{B}$ to strategically dominate $\mathcal{A}$, different resolvers for $\mathcal{A}$ may give rise to different resolvers for $\mathcal{B}$. Alternatively, one may postulate that in refinement, all resolvers for $\mathcal{A}$ should be "dominated" by the same resolver for $\mathcal{B}$, that is, a single deterministic implementation of $\mathcal{B}$ should capture all possible deterministic implementations of $\mathcal{A}$. Such blind domination gives rise to a nonreflexive relation on quantitative automata which implies simulation. We show that a quantitative automaton is history-deterministic iff the automaton blindly dominates itself. Consequently, our model-checking algorithm for resolver logic can be used to check history-determinism and generalizes the algorithm provided in [22] for checking the history determinism of boolean automata.

Our third application concerns the specification of hyperproperties. A hyperproperty is a set of properties [14]; hyperproperties occur in many different application contexts such as system security. A nondeterministic boolean automaton $\mathcal{A}$ can be viewed as specifying a hyperproperty $\llbracket A \rrbracket$ in the following natural way: if $R(\mathcal{A})$ is the set of all possible resolvers for the nondeterminism of $\mathcal{A}$, then $\llbracket \mathcal{A} \rrbracket=\left\{\mathcal{A}^{f} \mid f \in R(\mathcal{A})\right\}$, where $\mathcal{A}^{f}$ is the property (or "language") that is specified by $\mathcal{A}$ if its nondeterminism is resolved by $f$. In the same way, nondeterministic quantitative automata can be used to specify quantitative hyperproperties as sets of quantitative languages [11]. We show that there are simple automata that specify the boolean hyperproperties that contain all safety (resp. co-safety) properties, which cannot be specified in HyperLTL [13]. However, there are also boolean hyperproperties that can be specified in HyperLTL but not by applying resolvers to nondeterministic automata. Finally, we show how resolver logic can decide the inclusion problem for resolver-specified hyperproperties.

## 2 Definitional Framework

Let $\Sigma=\{a, b, \ldots\}$ be a finite alphabet of letters. An infinite (resp. finite) word (a.k.a. trace or execution) is an infinite (resp. finite) sequence of letters $w \in \Sigma^{\omega}$ (resp. $u \in \Sigma^{*}$ ). Given $u \in \Sigma^{*}$ and $w \in \Sigma^{*} \cup \Sigma^{\omega}$, we write $u \prec w$ when $u$ is a strict prefix of $w$. We denote by $|w|$ the length of $w \in \Sigma^{*} \cup \Sigma^{\omega}$ and, given $a \in \Sigma$, by $|w|_{a}$ the number of occurrences of $a$ in $w$. We assume that the reader is familiar with formal language theory.

- Definition 2.1 (automaton). $A$ (quantitative) automaton is a tuple $\mathcal{A}=(\Sigma, Q, s, \Delta, \mu, \nu)$ where $\Sigma$ is a finite alphabet, $Q$ is a finite set of states, $s \in Q$ is the initial state, $\Delta \subseteq Q \times \Sigma \times Q$ is a transition relation, $\mu: \Delta \rightarrow \mathbb{Q}$ is a weight function, and $\nu: \mathbb{Q}^{\omega} \rightarrow \mathbb{R}$ is a value function. The size of $\mathcal{A}$ is defined by $|Q|+\sum_{\delta \in \Delta} 1+\log _{2}(\mu(\delta))$. $A$ run $\pi$ over a finite (resp. an infinite) word $w=\sigma_{0} \sigma_{1} \ldots$ is a finite (resp. an infinite) sequence $\pi=q_{0} \sigma_{0} q_{1} \sigma_{1} \ldots$ such that $q_{0}=s$ is the initial state of $\mathcal{A}$ and $\left(q_{i}, \sigma_{i}, q_{i+1}\right) \in \Delta$ holds for all $0 \leq i<|w|$ (resp. $i \in \mathbb{N}$ ). A history is a run over a finite word, and we denote the set of histories of $\mathcal{A}$ by $\Pi_{\mathcal{A}}$. The weight sequence $\mu(\pi)$ of a run $\pi$ is defined by $x_{0} x_{1} \ldots$ where $x_{i}=\mu\left(q_{i}, \sigma_{i}, q_{i+1}\right)$ for all $i \in \mathbb{N}$. The value of a run $\pi$ is defined as $\nu(\mu(\pi))$. In this paper, we consider automata with $\nu \in\{\operatorname{Inf}$, Sup, LimInf, LimSup\} and without loss of generality $\mu: \Delta \rightarrow \mathbb{N}$ since a finite set of rational weights can be scaled and shifted to naturals and back.

In general, automata resolve their nondeterminism by taking the sup over its set of runs on a given word. We take an alternative view and pair every automaton with a resolver -an explicit description of how nondeterminism is resolved, which is a central concept in this work. Given a finite prefix of a run and the next input letter, a resolver determines the next state of the automaton.

- Definition 2.2 (resolver). Let $\mathcal{A}=(\Sigma, Q, s, \Delta, \mu, \nu)$ be an automaton. $A$ resolver for $\mathcal{A}$ is


Figure 1 A LimSup-automaton $\mathcal{A}$ over $\Sigma=\{a, b\}$ with $R^{\text {pos }}(\mathcal{A}) \subsetneq R^{\text {fin }}(\mathcal{A}) \subsetneq R(\mathcal{A})$.
a function $f: \Pi_{\mathcal{A}} \times \Sigma \rightarrow Q$ such that for every history $h=q_{0} \sigma_{0} q_{1} \sigma_{1} \ldots q_{n} \in \Pi_{\mathcal{A}}$ and every $\sigma \in \Sigma$ we have $\left(q_{n}, \sigma, f(h, \sigma)\right) \in \Delta$. A resolver $f$ for $\mathcal{A}$ and a word $w=\sigma_{1} \sigma_{2} \ldots \in \Sigma^{\omega}$ produce $a$ unique infinite run $\pi_{f, w}=q_{0} \sigma_{1} q_{1} \sigma_{2} \ldots$ of $\mathcal{A}$ such that $q_{0}=s$ and $f\left(q_{0} \sigma_{1} \ldots q_{i-1}, \sigma_{i}\right)=q_{i}$ for all $i \geq 1$. Given an automaton $\mathcal{A}$, we denote by $R(\mathcal{A})$ the set of its resolvers. Given a resolver $f \in R(\mathcal{A})$, we define the quantitative language $\mathcal{A}^{f}: w \mapsto \nu\left(\mu\left(\pi_{f, w}\right)\right)$ where $w \in \Sigma^{\omega}$. We also define the quantitative language $\mathcal{A}_{\text {sup }}: w \mapsto \sup _{f \in R(\mathcal{A})} \mathcal{A}^{f}(w)$, which is the standard interpretation of nondeterminism for automata.

We define finite-memory and positional resolvers the usual way: a resolver $f$ is finitememory iff it can be implemented by a finite-state machine, and it is positional iff the output of $f$ only depends on the last state in the input history and the incoming letter (see [17, Sec. 1.5] for the formal definitions). Given an automaton $\mathcal{A}$, we denote by $R^{\text {fin }}(\mathcal{A})$ the set of its finite-memory resolvers, and by $R^{\text {pos }}(\mathcal{A})$ set of its positional resolvers. Let us demonstrate the notion of resolvers.

- Example 2.3. Let $\mathcal{A}$ be a LimSup-automaton over the alphabet $\Sigma=\{a, b\}$ as in Figure 1 and observe that the only source of nondeterminism is the transitions $\left(q_{0}, a, q_{0}\right)$ and $\left(q_{0}, a, q_{1}\right)$.

Consider a resolver $f_{1}$ that maps any history of the form $q_{0}\left(b q_{0}\right)^{*}$ followed by $a$ to $q_{1}$. Intuitively, it is a positional resolver because it ignores the transition $\left(q_{0}, a, q_{0}\right)$ and its output only depends on the current state and the next letter. It denotes the language $\mathcal{A}^{f_{1}}$ that maps a given word $w$ to 0 if $w$ has no $a$, to 1 if $w$ has exactly one $a$, and to 2 otherwise.

Now, consider a resolver $f_{2}$ that maps the histories of the form $q_{0}\left(b q_{0}\right)^{*}$ followed by $a$ to $q_{0}$, and those of the form $q_{0}\left(b q_{0}\right)^{*} a q_{0}\left(b q_{0}\right)^{*}$ followed by $a$ to $q_{1}$. Intuitively, it is a finite-state resolver because it only distinguishes between $a$ occurring once or twice or neither. The language $\mathcal{A}^{f_{2}}$ then maps a word $w$ to 0 if $w$ has at most one $a$, to 1 if $w$ has exactly two as, and to 2 otherwise.

Finally, consider a resolver $f_{3}$ that maps every history that ends at $q_{0}$ with the incoming letter $a$ to $q_{1}$ if the given history is of the form $q_{0}\left(\Sigma q_{0}\right)^{*}\left(b q_{0}\right)^{p}$ where $p$ is a prime, and to $q_{0}$ otherwise. Intuitively, it is an infinite-memory resolver because it needs to store the length of every block of $b s$, which is not bounded, and check whether it is prime. The language $\mathcal{A}^{f_{3}}$ maps a word $w$ to 0 if it has no prefix $u=v b^{p} a$ with $v \in \Sigma^{*}$, to 1 if it has such a prefix $u$ and $w=u b^{\omega}$, and to 2 otherwise.

Next, we introduce the notion of partial resolvers. In contrast to (nonpartial) resolvers, partial resolvers output a set of successor states for a given history and letter.

- Definition 2.4 (partial resolver). Let $\mathcal{A}=(\Sigma, Q, s, \Delta, \mu, \nu)$ be an automaton. A partial resolver for $\mathcal{A}$ is a function $f: \Pi_{\mathcal{A}} \times \Sigma \rightarrow 2^{Q}$ such that for every history $h=q_{0} \sigma_{0} q_{1} \sigma_{1} \ldots q_{n} \in$ $\Pi_{\mathcal{A}}$ and every $\sigma \in \Sigma$ we have $\left\{\left(q_{n}, \sigma, q\right) \mid q \in f(h, \sigma)\right\} \subseteq \Delta$. A collection of partial resolvers $f_{1}, \ldots, f_{n}$ for $\mathcal{A}$ is said to be conclusive when $\left|\bigcap_{i=1}^{n} f_{i}(h, \sigma)\right|=1$ for all $h \in \Pi_{\mathcal{A}}$ and all $\sigma \in \Sigma$. Given a conclusive collection of resolvers $f_{1}, \ldots, f_{n}$, we denote by $\mathcal{A}^{\left\{f_{1}, \ldots, f_{n}\right\}}$ the quantitative language $\mathcal{A}^{f}$ where $f$ is a resolver defined by $f(h, \sigma)=\bigcap_{i=1}^{n} f_{i}(h, \sigma)$ for all $h \in \Pi_{\mathcal{A}}$ and all $\sigma \in \Sigma$.


Figure 2 Two LimSup-automata $\mathcal{A}$ and $\mathcal{B}$ and the product $\mathcal{A} \times{ }_{1} \mathcal{B}$.

Partial resolvers are particularly useful when we consider products of automata. In particular, we will use these objects to capture simulation-like relations in Section 3.

- Definition 2.5 (synchronized product). Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be two automata such that $\mathcal{A}_{i}=$ $\left(\Sigma, Q_{i}, s_{i}, \Delta_{i}, \mu_{i}, \nu_{i}\right)$ for $i \in\{1,2\}$. For $k \in\{1,2\}$, the (synchronized) product $\mathcal{A}_{1} \times{ }_{k} \mathcal{A}_{2}$ corresponds to the input-synchronization of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ where the transition weights are taken from $\mathcal{A}_{k}$. Formally, $\mathcal{A}_{1} \times_{k} \mathcal{A}_{2}=\left(\Sigma, Q_{1} \times Q_{2},\left(s_{1}, s_{2}\right), \Delta, \mu, \nu_{k}\right)$ where the transition relation is such that $\left(\left(q_{1}, q_{2}\right), \sigma,\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right) \in \Delta$ if and only if $\left(q_{i}, \sigma, q_{i}^{\prime}\right) \in \Delta_{k}$ for $i \in\{1,2\}$, and the weight function is such that $\mu\left(\left(q_{1}, q_{2}\right), \sigma,\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right)=\mu_{k}\left(q_{k}, \sigma, q_{k}^{\prime}\right)$.

Given $i \in\{1,2\}$, we denote by $R_{i}^{S}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ the set of partial resolvers operating nonpartially on the ith component of any product between $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. Formally, every $f \in R_{i}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is a partial resolver that satisfies the following: for all $h \in \Pi_{\mathcal{A}_{1} \times{ }_{i} \mathcal{A}_{2}}$, all $\left(q_{1}, q_{2}\right) \in Q_{1} \times Q_{2}$ and all $\sigma \in \Sigma$, there exists $\left(q_{i}, \sigma, q_{i}^{\prime}\right) \in \Delta_{i}$ such that $\left.f\left(h \cdot\left(q_{1}, q_{2}\right), \sigma\right)\right)=$ $\left\{\left(q_{1}^{\prime}, q_{2}^{\prime}\right) \mid\left(q_{3-i}, \sigma, q_{3-i}^{\prime}\right) \in \Delta_{3-i}\right\}$.

Let us demonstrate the notions of partial resolvers and synchronized products.

- Example 2.6. Let $\mathcal{A}$ and $\mathcal{B}$ be as in Figure 2. Because of the loop in their initial states, as in Example 2.3, both automata have infinitely many resolvers, Their product $\mathcal{A} \times{ }_{1} \mathcal{B}$ is also shown in Figure 2. Intuitively, the product is similar to the boolean construction with difference of handling the transition weights instead of the accepting states. For $\mathcal{A} \times{ }_{1} \mathcal{B}$, the transition weights are obtained from the corresponding ones in $\mathcal{A}$.

Consider the positional resolver $f$ of $\mathcal{A}$ that moves from $s_{0}$ to $s_{1}$ as soon as $a$ occurs. Observe that there is a partial resolver $f^{\prime}$ of $\mathcal{A} \times_{1} \mathcal{B}$, namely $f^{\prime} \in R_{1}(\mathcal{A}, \mathcal{B})$, that imitates $f$. In particular, $f^{\prime}\left(\left(s_{0}, q_{0}\right), a\right)=\left\{\left(s_{1}, q_{0}\right),\left(s_{1}, q_{1}\right)\right\}$ since $f$ moves $\mathcal{A}$ from $s_{0}$ to $s_{1}$ with $a$, but it is not specified how the $\mathcal{B}$-component of the product resolves this nondeterministic transition. Now, suppose we have $g^{\prime} \in R_{2}(\mathcal{A}, \mathcal{B})$ such that $g^{\prime}\left(\left(s_{0}, q_{0}\right), a\right)=\left\{\left(s_{0}, q_{1}\right),\left(s_{1}, q_{1}\right)\right\}$. The two partial resolvers $f^{\prime}$ and $g^{\prime}$ together are conclusive for $\mathcal{A} \times{ }_{1} \mathcal{B}$, as witnessed by $f^{\prime}\left(\left(s_{0}, q_{0}\right), a\right) \cap g^{\prime}\left(\left(s_{0}, q_{0}\right), a\right)=\left\{\left(s_{1}, q_{1}\right)\right\}$.

- Remark 2.7. As demonstrated in Example 2.6, when we consider partial resolvers over product automata, the partial resolvers operating on the distinct components are conclusive for the product. Formally, let $\mathcal{A}$ and $\mathcal{B}$ be two automata and consider one of their products. Every pair of partial resolvers $f \in R_{1}(\mathcal{A}, \mathcal{B})$ and $g \in R_{2}(\mathcal{A}, \mathcal{B})$ is conclusive for the product automaton by definition, and thus corresponds to a (non-partial) resolver over the product.


## 3 Strategic Dominance and Other Resolver-Based Relations

Given two automata $\mathcal{A}$ and $\mathcal{B}$, we investigate the relations between the problems defined in Figure 3. We denote the strategic dominance relation by $\unlhd$ : the automaton $\mathcal{A}$ is strategically dominated by $\mathcal{B}$, denoted $\mathcal{A} \unlhd \mathcal{B}$, iff for all resolvers $f \in R(\mathcal{A})$ there exists a resolver $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ for all words $w \in \Sigma^{\omega}$. Intuitively, this holds when each

| Notation | Problem statement |
| :---: | :---: |
| $\mathcal{A} \subseteq \mathcal{B}$ | $\forall w \in \Sigma^{\omega}: \mathcal{A}_{\text {sup }}(w) \leq \mathcal{B}_{\text {sup }}(w)$ |
| $\mathcal{A} \preceq \mathcal{B}$ | no winning strategy for Challenger in the simulation game for $\mathcal{A}$ and $\mathcal{B}$ |
| $\mathcal{A} \unlhd \mathcal{B}$ | $\forall f \in R(\mathcal{A}): \exists g \in R(\mathcal{B}): \forall w \in \Sigma^{\omega}: \mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ |
| $\mathcal{A} \leq \mathcal{B}$ | $\exists g \in R(\mathcal{B}): \forall f \in R(\mathcal{A}): \forall w \in \Sigma^{\omega}: \mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ |
| $\mathcal{A} \subseteq \mathcal{B}$ | $\forall w \in \Sigma^{\omega}: \forall f \in R(\mathcal{A}): \exists g \in R(\mathcal{B}): \mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ |
| $\mathcal{A} \subseteq \mathcal{B}$ | $\forall w \in \Sigma^{\omega}: \exists g \in R(\mathcal{B}): \forall f \in R(\mathcal{A}): \mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ |
| $\mathcal{A} \unlhd_{\times} \mathcal{B}$ | $\begin{aligned} & \forall f \in R_{1}(\mathcal{A}, \mathcal{B}): \exists g \in R_{2}(\mathcal{A}, \mathcal{B}): \forall w \in \Sigma^{\omega} \\ & \quad\left(\mathcal{A} \times \times_{1} \mathcal{B}\right)^{\{f, g\}}(w) \leq\left(\mathcal{A} \times_{2} \mathcal{B}\right)^{\{f, g\}}(w) \end{aligned}$ |
| $\mathcal{A} \leq \times \mathcal{B}$ | $\begin{aligned} & \exists g \in R_{2}(\mathcal{A}, \mathcal{B}): \forall f \in R_{1}(\mathcal{A}, \mathcal{B}): \forall w \in \Sigma^{\omega} \\ & \left(\mathcal{A} \times \times_{1} \mathcal{B}\right)^{\{f, g\}}(w) \leq\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\{f, g\}}(w) \end{aligned}$ |
| $\mathcal{A} \square_{\times} \times \mathcal{B}$ | $\begin{array}{r} \forall w \in \Sigma^{\omega}: \forall f \in R_{1}(\mathcal{A}, \mathcal{B}): \exists g \in R_{2}(\mathcal{A}, \mathcal{B}) \\ \left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w) \leq\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\{f f, g\}}(w) \end{array}$ |
| $\mathcal{A}$ - $\times$ B | $\begin{array}{r} \forall w \in \Sigma^{\omega}: \exists g \in R_{2}(\mathcal{A}, \mathcal{B}): \forall f \in R_{1}(\mathcal{A}, \mathcal{B}) \\ \left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w) \leq\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\{f, g\}}(w) \end{array}$ |



Figure 3 Left: The definitions of inclusion (denoted $\subseteq$ ), simulation (denoted $\preceq$ ), and the resolver relations we study in Section 3 including strategic dominance (denoted $\unlhd$ ). Right: The implications between these relations as proved in Propositions 3.3-3.7 and Corollary 3.8.
deterministic implementation of $\mathcal{A}$ can be countered by some deterministic implementation of $\mathcal{B}$ that provides a value at least as large for each word.

We define and study other resolver-based relations and compare their expressiveness. In $\subseteq$, the automaton $\mathcal{B}$ has the freedom to choose a resolver per input word (unlike in $\unlhd$ ). The relations $\leq$ and $\subseteq$ can be seen as variants of $\unlhd$ and $\subseteq$ where the resolvers of $\mathcal{B}$ are blind, meaning that they cannot depend on the resolvers of $\mathcal{A}$.

To capture simulation-like relations, we additionally define the relations $\unlhd_{x}, \mathbf{\unlhd}_{x}, \unlhd_{x}, \mathbf{\square}_{x}$ that relate product automata through their partial resolvers. In particular, we show that $\unlhd_{x}$, the product-based strategic dominance, coincides with simulation. Thanks to Remark 2.7, we are able to reason about these relations the same way we do for non-partial resolvers.

In addition to these resolver relations, we denote the trace-inclusion preorder by $\subseteq$ and the simulation by $\preceq$. To define simulation formally, let us recall quantitative simulation games [11]: Let $\mathcal{A}=\left(\Sigma, Q_{\mathcal{A}}, s_{\mathcal{A}}, \Delta_{\mathcal{A}}, \mu_{\mathcal{A}}, \nu_{\mathcal{A}}\right)$ and $\mathcal{B}=\left(\Sigma, Q_{\mathcal{B}}, s_{\mathcal{B}}, \Delta_{\mathcal{B}}, \mu_{\mathcal{B}}, \nu_{\mathcal{B}}\right)$. A strategy $\tau$ for Challenger is a function from $\left(Q_{\mathcal{A}} \times Q_{\mathcal{B}}\right)^{*}$ to $\Sigma \times Q_{\mathcal{A}}$ satisfying for all $\pi=\left(q_{1}, p_{1}\right) \ldots\left(q_{n}, p_{n}\right) \in\left(Q_{\mathcal{A}} \times Q_{\mathcal{B}}\right)^{*}$, if $\tau(\pi)=(\sigma, q)$ then $\left(q_{n}, \sigma, q\right) \in \Delta_{\mathcal{A}}$. Given a strategy $\tau$ for Challenger, the set of outcomes is the set of pairs $\left(q_{0} \sigma_{1} q_{1} \sigma_{2} q_{2} \ldots, p_{0} \sigma_{1} p_{1} \sigma_{2} p_{2} \ldots\right)$ of runs such that $q_{0}=s_{\mathcal{A}}, p_{0}=s_{\mathcal{B}}$, and for all $i \geq 0$ we have $\left(\sigma_{i+1}, q_{i+1}\right)=\tau\left(\left(q_{0}, p_{0}\right) \ldots\left(q_{i}, p_{i}\right)\right)$ and $\left(p_{i}, \sigma_{i}, p_{i+1}\right) \in \Delta_{\mathcal{B}}$. A strategy $\tau$ for Challenger is winning iff $\nu_{\mathcal{A}}\left(\mu_{\mathcal{A}}\left(r_{1}\right)\right)>\nu_{\mathcal{B}}\left(\mu_{\mathcal{B}}\left(r_{2}\right)\right)$ for all outcomes $\left(r_{1}, r_{2}\right)$ of $\tau$.

Given a problem instance $\mathcal{A} \sim \mathcal{B}$ where $\sim$ is one of the relations in Figure 3, we write $\mathcal{A} \sim^{\text {fin }} \mathcal{B}$ (resp. $\mathcal{A} \sim^{\text {pos }} \mathcal{B}$ ) for the restriction of the corresponding problem statement to finite-memory (resp. positional) resolvers. For example, $\mathcal{A} \unlhd^{\text {fin }} \mathcal{B}$ iff for all $f \in R^{\text {fin }}(\mathcal{A})$ there exists $g \in R^{\text {fin }}(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ for all $w \in \Sigma^{\omega}$.

- Remark 3.1. The results in this paper hold for quantitative Inf-, Sup-, LimSup-, and LimInfautomata as well as boolean safety, reachability, Büchi, and coBüchi automata. Moreover, they also hold when restricted to finite-state or positional resolvers.

We start with a short lemma showing that the supremum over the values of any word $w$
is attainable by some run over $w$, which follows from the proof of [11, Thm. 3].

- Lemma 3.2. Let $\nu \in\{\operatorname{Inf}, \operatorname{Sup}, \operatorname{LimSup}, \operatorname{LimInf}\}$ and $\mathcal{A}$ be a $\nu$-automaton. For every $w \in \Sigma^{\omega}$ there exist $f \in R(\mathcal{A})$ such that $\mathcal{A}^{f}(w)=\mathcal{A}_{\text {sup }}(w)$.


### 3.1 Implications Between Resolver Relations

We now prove the implications in Figure 3 without any memory constraints on the resolvers. We start with showing that some of these relations coincide with inclusion.

- Proposition 3.3. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}$, Sup, LimSup, LimInf $\}$. For all $\nu_{1}$-automata $\mathcal{A}$ and all $\nu_{2}$-automata $\mathcal{B}$, we have $\mathcal{A} \subseteq \mathcal{B}$ iff $\mathcal{A} \subseteq \mathcal{B}$ iff $\mathcal{A} \square_{\times} \mathcal{B}$ iff $\mathcal{A} \square_{\times} \mathcal{B}$ iff $\mathcal{A} \subseteq \mathcal{B}$. This is equally true for boolean safety, reachability, Büchi, and coBüchi automata.

Next, we show an equivalent formulation for simulation.
$\rightarrow$ Proposition 3.4. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}, \operatorname{Sup}, \operatorname{LimSup}, \operatorname{Lim} \operatorname{Inf}\}$. For all $\nu_{1}$-automata $\mathcal{A}$ and all $\nu_{2}-$ automata $\mathcal{B}$, we have $\mathcal{A} \unlhd_{\times} \mathcal{B}$ iff $\mathcal{A} \preceq \mathcal{B}$. This is equally true for boolean safety, reachability, Büchi, and coBüchi automata.

We proceed to show the implications posed in Figure 3.

- Proposition 3.5. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}$, Sup, LimSup, LimInf $\}$. For all $\nu_{1}$-automata $\mathcal{A}$ and all $\nu_{2}$-automata $\mathcal{B}$, the following statements hold. Moreover, they are equally true for boolean safety, reachability, Büchi, and coBüchi automata.

1. $\mathcal{A} \unlhd \mathcal{B} \Rightarrow \mathcal{A} \subseteq \mathcal{B}$
2. $\mathcal{A} \preceq \mathcal{B} \Rightarrow \mathcal{A} \unlhd \mathcal{B}$
3. $\mathcal{A} \leq \times \mathcal{B} \Rightarrow \mathcal{A} \preceq \mathcal{B}$
4. $\mathcal{A} \leq \mathcal{B} \Rightarrow \mathcal{A} \leq \times \mathcal{B}$

The implications given in Figure 3 (and proved in Propositions 3.3-3.5) also hold when the problem statements are restricted to only finite-memory resolvers or positional resolvers.

- Proposition 3.6. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}$, Sup, LimSup, Limlnf $\}$. For all $\nu_{1}$-automata $\mathcal{A}$ and all $\nu_{2}$-automata $\mathcal{B}$ and each $r \in\{$ fin, pos $\}$ the following statements hold. Moreover, they are equally true for boolean safety, reachability, Büchi, and coBüchi automata.

1. $\mathcal{A} \Phi^{r} \mathcal{B} \Leftrightarrow \mathcal{A} \Phi^{r} \mathcal{B} \Leftrightarrow \mathcal{A} \Phi_{\times}^{r} \mathcal{B} \Leftrightarrow \mathcal{A} \Phi_{\times}^{r} \mathcal{B} \Leftrightarrow \mathcal{A} \subseteq^{r} \mathcal{B}$
2. $\mathcal{A} \unlhd_{\times}^{r} \mathcal{B} \Leftrightarrow \mathcal{A} \preceq^{r} \mathcal{B}$
3. $\mathcal{A} \unlhd_{\times}^{r} \mathcal{B} \Rightarrow \mathcal{A} \preceq^{r} \mathcal{B}$
4. $\mathcal{A} \unlhd^{r} \mathcal{B} \Rightarrow \mathcal{A} \subseteq^{r} \mathcal{B}$
5. $\mathcal{A} \unlhd^{r} \mathcal{B} \Rightarrow \mathcal{A} \unlhd_{\times}^{r} \mathcal{B}$
6. $\mathcal{A} \preceq^{r} \mathcal{B} \Rightarrow \mathcal{A} \unlhd^{r} \mathcal{B}$

### 3.2 Separating Examples for Resolver Relations

In this part, we provide separating examples for the implications we proved above, establishing a hierarchy of relations given in Figure 3. The counter-examples we used in the proofs below are displayed in Figures 4 and 5.

- Proposition 3.7. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}$, Sup, LimSup, LimInf $\}$. For each statement below, there exist a $\nu_{1}$-automaton $\mathcal{A}$ and a $\nu_{2}$-automaton $\mathcal{B}$ to satisfy it. Moreover, they are equally true for boolean safety, reachability, Büchi, and coBüchi automata.


Figure 4 Two automata $\mathcal{A}$ and $\mathcal{B}$ such that $\mathcal{A} \subseteq{ }^{\text {pos }} \mathcal{B}$ but $\mathcal{A} \not \not^{\text {pos }} \mathcal{B}$. Note that $\mathcal{A}$ and $\mathcal{B}$ can be Inf-, Sup-, LimSup-, or LimInf-automata as well as safety, reachability, Büchi, or coBüchi automata. The exact values of the omitted weights depend on the considered value function. For example, we can take as weight 1 for $\operatorname{Inf}$ and 0 for Sup while both choices work for LimSup and LimInf.

 $\mathcal{A} \bigwedge_{\times}^{\text {pos }} \mathcal{A}$, and (iii) $\mathcal{B} \unlhd_{\times}^{\text {pos }} \mathcal{A}$ but $\mathcal{B} \bigwedge^{\text {pos }} \mathcal{A}$. The transitions that are not shown lead to a sink state with a self-loop on every letter with weight 0 . Note that $\mathcal{A}$ and $\mathcal{B}$ can be Inf-, Sup-, LimSup-, or LimInf-automata as well as safety, reachability, Büchi, or coBüchi automata. The exact values of the omitted weights depend on the considered value function. For example, we can take as weight 1 for Inf and 0 for Sup while both choices work for LimSup and LimInf.

1. $\mathcal{A} \subseteq{ }^{\text {pos }} \mathcal{B} \wedge \mathcal{A} \not \unlhd^{p o s} \mathcal{B}$
2. $\mathcal{A} \unlhd^{\text {pos }} \mathcal{B} \wedge \mathcal{A} \npreceq^{\text {pos }} \mathcal{B}$
3. $\mathcal{A} \preceq^{p o s} \mathcal{B} \wedge \mathcal{A} \unlhd^{p o s} \mathcal{B}$
4. $\mathcal{A} \unlhd_{\times}^{\text {pos }} \mathcal{B} \wedge \mathcal{A} \rrbracket^{\text {pos }} \mathcal{B}$

Since $R^{\text {pos }}(\mathcal{A})=R^{\text {fin }}(\mathcal{A})=R(\mathcal{A})$ for each automaton $\mathcal{A}$ we consider in this section (see Figures 4 and 5 ), the statements above also hold for the finite-memory and the general cases.

- Corollary 3.8. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}$, Sup, LimSup, LimInf $\}$. For each statement below, there exist a $\nu_{1}$-automaton $\mathcal{A}$ and a $\nu_{2}$-automaton $\mathcal{B}$ to satisfy it. Moreover, they are equally true for boolean safety, reachability, Büchi, and coBüchi automata.

1. $\mathcal{A} \subseteq^{f i n} \mathcal{B} \wedge \mathcal{A} \not \unlhd^{f i n} \mathcal{B}$
2. $\mathcal{A} \unlhd^{f i n} \mathcal{B} \wedge \mathcal{A} \npreceq^{f i n} \mathcal{B}$
3. $\mathcal{A} \preceq^{\text {fin }} \mathcal{B} \wedge \mathcal{A} \varliminf_{\times}^{f i n} \mathcal{B}$
4. $\mathcal{A} \unlhd_{\times}^{f i n} \mathcal{B} \wedge \mathcal{A} \searrow^{f i n} \mathcal{B}$
5. $\mathcal{A} \subseteq \mathcal{B} \wedge \mathcal{A} \nexists \mathcal{B}$
6. $\mathcal{A} \unlhd \mathcal{B} \wedge \mathcal{A} \npreceq \mathcal{B}$
7. $\mathcal{A} \preceq \mathcal{B} \wedge \mathcal{A} \subseteq \mathcal{B}$
8. $\mathcal{A} \leq \times \mathcal{B} \wedge \mathcal{A} \backslash \mathcal{B}$

Remark 3.9. The relations $\leq$ and $\boldsymbol{\unlhd}_{\times}$are not reflexive (and thus not a preorder). For the automaton $\mathcal{A}$ given in Figure 5, we have $\mathcal{A} \boldsymbol{\rrbracket}_{\times}^{\text {pos }} \mathcal{A}$ as shown in the proof of Item (3) of Proposition 3.7, and thus $\mathcal{A} \times \mathcal{A}$ since all of its resolvers are positional. Then, by Item (4) of Proposition 3.5, we also have $\mathcal{A} \unlhd \mathcal{A}$.

## 4 Resolver Logic

We dedicate this section to describing resolver logic, which intuitively extends Presburger arithmetic by introducing variables evaluated by automata parameterized by quantified
words and resolvers. We formally define resolver logic and show that the model-checking of a resolver logic formula is decidable.

- Definition 4.1 (resolver logic). Let $Q A=\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}\right\}$ be a finite set of automata over the same alphabet $\Sigma$. For all $k \in\{1, \ldots, n\}$, let $F_{k}$ be a set of resolver variables ranging over $R\left(\mathcal{A}_{k}\right)$, and let $W \subseteq \Sigma^{\omega}$ be a set of word variables ranging over $\Sigma^{\omega}$. We define the set $V=\left\{v_{(x, y)} \mid x \in W, y \in \bigcup_{k=1}^{n} F_{k}\right\}$ of variables ranging over non-negative integers. $A$ resolver logic formula on the automata domain $Q A$ is a term generated by the grammar $\Psi::=\exists x: \Psi|\forall x: \Psi| \varphi$, where $x \in W \cup \bigcup_{k=1}^{n} F_{k}$ and $\varphi \in \exists F O(\mathbb{N},=,+, 1)$ is an existential Presburger formula whose set of free variables is $V$.

We write $|\Psi|$ to denote the size of $\Psi$ defined as $|\Psi|=n+m+|\varphi|$ where $n=|\mathrm{QA}|$ is the cardinality of the automata domain, $m=|W|+\sum_{i=1}^{n}\left|F_{i}\right|$ is the number of word and resolver variables in $\Psi$, and $|\varphi|$ is the number of (existential) quantifiers in $\varphi$. Note that the strategic dominance and the other relations defined in Section 3 are examples of resolver logic formulas. An assignment $\alpha$ maps variables of $W$ to words in $\Sigma^{\omega}$, variables of $F_{k}$ to resolvers in $R\left(\mathcal{A}_{k}\right)$ for all $k \in\{1, \ldots, n\}$, and variables of $v \in V$ to values in $\mathbb{N}$. In particular, $\alpha\left(v_{\left(x, x^{\prime}\right)}\right)=\mathcal{A}_{k}^{f}(w)$ where $x \in W$ and $x^{\prime} \in F_{k}$ such that $\alpha(x)=w \in \Sigma^{\omega}$ and $\alpha\left(x^{\prime}\right)=f \in R\left(\mathcal{A}_{k}\right)$. The semantics of $\Psi$ is defined as follows.
(QA, $\alpha) \models \varphi$ iff $\varphi[\forall v \in V: v \leftarrow \alpha(v)]$ holds
$(\mathrm{QA}, \alpha) \models \exists x \in W: \Psi$ iff for some $w \in \Sigma^{\omega}$ we have $\alpha[x \leftarrow w] \models \Psi$
$(\mathrm{QA}, \alpha) \models \forall x \in W: \Psi$ iff for all $w \in \Sigma^{\omega}$ we have $\alpha[x \leftarrow w] \models \Psi$
$(\mathrm{QA}, \alpha) \models \exists y \in F_{k}: \Psi$ iff for some $f \in R\left(\mathcal{A}_{k}\right)$ we have $\alpha[y \leftarrow f] \models \Psi$
$(\mathrm{QA}, \alpha) \models \forall y \in F_{k}: \Psi$ iff for all $f \in R\left(\mathcal{A}_{k}\right)$ we have $\alpha[y \leftarrow f] \models \Psi$

- Theorem 4.2. The model-checking of a given resolver logic formula $\Psi$ is decidable. When $|\Psi|$ is fixed, model-checking is in d-ExpTime if there are $d>0$ quantifier alternations and PTime if there is no quantifier alternation.

The decision procedure relies on the following: (1) Each variable assignment can be represented by a single tree. (2) Each resolver logic formula admits a parity tree automata that accepts all tree-encoded assignments that satisfy its inner Presburger formula. (3) The model-checking of a given resolver formula can be decided based on nested complementations and projections over the above parity tree automaton. Below we provide an overview of the corresponding constructions (the full proof is deferred to the appendix due to space constraints). We start by defining trees and describing to use them to encode assignments.
Trees. Let $\Sigma$ be an alphabet for the structure of trees. We view the set $\Sigma^{*}$ of finite words as the domain of an infinite $|\Sigma|$-ary tree. The root is the empty word $\varepsilon$, and for a node $u \in \Sigma^{*}$ together with some letter $\sigma \in \Sigma$ we call $u \sigma$ the $\sigma$-successor of $u$. Let $\Lambda$ be an alphabet for the labeling of nodes. An infinite $\Lambda$-labeled $\Sigma$-structured tree is a function $t: \Sigma^{*} \rightarrow \Lambda$. We denote by $\Lambda_{\Sigma}^{\omega}$ the set of all such trees. In a tree $t \in \Lambda_{\Sigma}^{\omega}$, the word $w=\sigma_{0} \sigma_{1} \cdots \in \Sigma^{\omega}$ induces the branch $t(w)$ defined as the infinite sequence $t(\varepsilon) \sigma_{0} t\left(\sigma_{0}\right) \sigma_{1} t\left(\sigma_{0} \sigma_{1}\right) \cdots \in(\Lambda \times \Sigma)^{\omega}$.

Let $\mathrm{QA}=\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}\right\}$ be a set of automata over the same alphabet $\Sigma$. Consider the resolver logic formula over QA of the form $\Psi=\nabla_{1} x_{1}: \cdots: \nabla_{m} x_{m}: \varphi$, where $\nabla_{i} \in\{\exists, \forall\}$. The decision procedure encodes assignments for resolver and word variables of $\Psi$ into $\Lambda$ labeled $\Sigma$-structured trees, where $\Lambda=\left(\{0,1\} \cup \bigcup_{i=1}^{n} Q_{n}\right)^{m}$. All dimensions of the tree that correspond to a word must have exactly one branch labeled by 1 (which encodes the word), and all other nodes are labeled by 0 . Formally, the assignment $\alpha_{t}$ encoded by a tree $t \in \Lambda_{\Sigma}^{\omega}$ maps the word variable $x_{j} \in W$ to the unique word $\alpha_{t}\left(x_{j}\right)=\sigma_{1} \sigma_{2} \cdots \in \Sigma^{\omega}$ for which the $j$ th
dimension of the branch $t\left(\alpha_{t}\left(x_{j}\right)\right)$ is $t_{j}\left(\alpha_{t}\left(x_{j}\right)\right)=1 \sigma_{1} 1 \sigma_{2} \cdots \in(\{1\} \times \Sigma)^{\omega}$. All dimensions of the tree that correspond to a resolver of $\mathcal{A}_{k}$ must respect its transition relation. Formally, the assignment $\alpha_{t}$ encoded by a tree $t \in \Lambda_{\Sigma}^{\omega}$ maps the resolver variable $x_{i} \in F_{k}$ to the unique resolver $\alpha_{t}\left(x_{i}\right) \in R\left(\mathcal{A}_{k}\right)$ defined by $\alpha_{t}\left(x_{i}\right)\left(\pi_{k}, \sigma\right)=t_{i}(u \sigma)$ where $\pi_{k}$ is the finite run of $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}$ over $u \in \Sigma^{*}$. Consequently, for all $x_{i} \in F_{k}$ and all $x_{j} \in W$, the assignment $\alpha_{t}$ encoded by a tree $t \in \Lambda_{\Sigma}^{\omega}$ maps the variable $v_{\left(x_{i}, x_{j}\right)} \in V$ to the unique non-negative integer $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)$. Next, we describe the parity tree automaton constructed in the decision procedure.

Parity Tree Automata. A (nondeterministic) parity tree automaton $\mathcal{T}$ over $\Lambda_{\Sigma}^{\omega}$ is a tuple $(\Lambda, \Sigma, Q, I, \Delta, \theta)$ where $\Lambda$ is a finite labeling alphabet, $\Sigma$ is a finite structure alphabet, $Q$ is a finite set of states, $I \subseteq Q$ is a set of initial states, $\Delta \subseteq Q \times \Lambda \times(\Sigma \rightarrow Q)$ is a transition relation, and $\theta: Q \rightarrow \mathbb{N}$ is the priority function. Note that the arity of the trees is $|\Sigma|$ and is statically encoded in the transition relation. A run of $\mathcal{T}$ over $t \in \Lambda_{\Sigma}^{\omega}$ is a $Q$-labeled $\Sigma$-structured tree $\pi \in Q_{\Sigma}^{\omega}$ such that $\pi(\varepsilon) \in I$ and for each $u \in \Sigma^{*}$ we have $(\pi(u), t(u), \sigma \mapsto \pi(u \sigma)) \in \Delta$. The set of runs of $\mathcal{A}$ over $t$ is denoted $\Pi_{t}(\mathcal{T})$. A run $\pi$ is accepting if, for all $w \in \Sigma^{\omega}$, the maximal priority that appears infinitely often along the branch $t(w)$, namely $\lim \sup _{i \rightarrow \infty} \theta\left(\pi\left(\sigma_{0} \ldots \sigma_{i}\right)\right)$, is even. The language of $\mathcal{A}$ is $T(\mathcal{A})=\left\{t \in \Lambda_{\Sigma}^{\omega} \mid \pi \in \Pi_{t}(\mathcal{T}), \limsup _{i \rightarrow \infty} \theta\left(\pi\left(\sigma_{0} \ldots \sigma_{i}\right)\right) \equiv 0\right.$ $\bmod 2\}$, i.e., the set of all trees that admit an accepting run.

Parity tree automata are expressive enough to recognize the language of tree-encoded assignments for a given resolver logic formula. We describe an automaton with three computational phases. In first phase, the automaton guesses its initial state. All states hold a vector $\vec{z}$ of $m^{2}$ weights appearing in $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ and satisfying $\varphi$, i.e., such that $\varphi\left[\forall v_{\left(x, x^{\prime}\right)} \in V: v_{\left(x, x^{\prime}\right)} \leftarrow \vec{z}[x]\left[x^{\prime}\right]\right]$ is true. Such a vector is guessed at the root of the run tree and carried in all nodes thanks to the states. Since there are finitely many weights and free variables in $\varphi$, there are also finitely many vectors $\vec{z}$. In the second phase, the automaton "waits" for finitely many transitions. This is important for LimInf and LimSup automata, because the run of $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}$ over $\alpha_{t}\left(x_{j}\right)$ may visit finitely many times some weights independent of the long-run value. In the third phase, the automaton checks whether the guessed vector $\vec{z}$ is coherent with the tree-encoded assignment that it reads. Given a run $\pi$ over the tree $t \in \Lambda_{\Sigma}^{\omega}$ that carries the vector $\vec{z}$, for all word variable $x_{j} \in W$ and all resolver variable $x_{i} \in F_{k}$, the value $\vec{z}\left[x_{i}\right]\left[x_{j}\right]$ is a coherent assignment for the variable $v_{\left(x_{i}, x_{j}\right)} \in V$ when $\vec{z}\left[x_{i}\right]\left[x_{j}\right]=\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)$. Consider the assignment $\alpha_{t}$ given as an input tree $t \in \Lambda_{\Sigma}^{\omega}$. The run produced by the resolver $\alpha_{t}\left(x_{i}\right) \in R\left(\mathcal{A}_{k}\right)$ over the word $\alpha_{t}\left(x_{j}\right) \in \Sigma^{\omega}$ corresponds, by construction, to the branch $t_{i}\left(\alpha_{t}\left(x_{j}\right)\right)$. To check $\vec{z}\left[x_{i}\right]\left[x_{j}\right]=\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)$ at runtime, the automaton ensures that: (1) the weight $\vec{z}\left[x_{i}\right]\left[x_{j}\right]$ is visited infinitely often along the run $t_{i}\left(\alpha_{t}\left(x_{j}\right)\right)$, and (2) it is never dismissed by another weight (e.g., for Limlnf value function, the guessed weight should be the smallest visited after the waiting phase). Hence, the accepting condition of the automaton is such that, for all $x_{j} \in W$ and all $x_{i} \in F_{k}$, if the automaton accepts $t \in \Lambda_{\Sigma}^{\omega}$ then $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)=\vec{z}\left[x_{i}\right]\left[x_{j}\right]$. Next, we describe how the quantifiers of a resolver logic formula are handled base on the automaton corresponding to its inner Presburger formula.
Handling Quantifiers. To decide the model-checking of a resolver logic formula of fixed size, we first construct a parity tree automata as presented above. Its size is at most $\mathcal{O}\left(\left|\max _{1 \leq i \leq n}\right| \mathcal{A}_{i} \mid\right)^{\mathcal{O}\left(m^{2}+n\right)}$. Since, the satisfiability of an existential Presburger formula with a fixed number of quantifiers is in PTime [27], the automaton can be constructed in polynomial time when $|\Psi|$ is fixed (i.e., $n, m$ and $|\varphi|$ are fixed). Then, we release the existentially quantified variables through projections, i.e., leaving the automaton a nondeterministic choice while relaxing a dimension of the input tree. Universal quantifiers
$\forall x: \Psi^{\prime}$ are treated as $\neg \exists x: \neg \Psi^{\prime}$, where each negation $\neg$ requires the complementation of the current tree automaton, and then induce an exponential blow up of the computation time [24]. Ultimately, we obtain a tree automaton that does not read labels and the modelchecking of the resolver logic formula reduces to its language non-emptiness. It is worth emphasizing that, when a universal quantifier appears at the edge of the quantifier sequence, some complementations can be avoided (e.g., when all quantifiers are universal). When the innermost quantifier is universal, the automaton is constructed over $\neg \varphi$ instead of $\varphi$. When the outermost quantifier is universal, we leverage the parity acceptance condition of the tree automata to perform a final complementation in PTime. Formally, we increase all state priority by 1 and we check the language emptiness instead of non-emptiness.

- Remark 4.3. Resolver logic, as presented above, quantifies over non-partial resolvers (called full here to improve clarity). We can extend it to handle partial resolvers over product automata. The key observation is that, as long as a collection of partial resolvers is conclusive, they collectively define a full resolver. Moreover, partial resolvers over the components of product automata are conclusive by definition (see Remark 2.7). Hence, the parity tree automaton in the proof of Theorem 4.2 is constructed similarly. Some modifications are necessary to reason about the full resolver defined by the conclusive collection of partial resolvers, but the size of the parity tree automaton constructed above and the overall complexity will not change. This is because the partial resolvers are defined over a product of automata, which is already taken into account for full resolvers in the construction above.

To conclude, let us note that our construction allows checking inclusion or simulation at a high cost. For example, although checking the inclusion of two LimSup-automata is PSPACE-complete, using an equivalent formulation from Proposition 3.3, we obtain a 2-ExpTime algorithm using the construction presented in this section. Similarly, while checking simulation for LimSup-automata can be done in NP $\cap$ co-NP, we obtain a 3 -ExPTime algorithm using Proposition 3.4.

## 5 Applications of Resolver Logic

In this section, we explore various applications of resolver logic, highlighting its versatility in addressing problems in automata theory and system verification. We begin by presenting how resolver logic can be used for checking strategic dominance and other relations we studied in Section 3. Next, we examine its role in checking the bottom value of automata, which is a crucial problem for deciding co-safety and co-liveness of automata and was left open in [5]. Then, we explore its application for checking history-determinism of automata, and finally discuss its relevance in checking hyperproperty inclusion. As in the previous sections, we note that the results of this section also hold when we only consider boolean safety, reachability, Büchi, and coBüchi automata.

### 5.1 Checking Strategic Dominance and Other Resolver-Based Relations

Let $\mathcal{A}$ and $\mathcal{B}$ be two automata and recall that $\mathcal{B}$ strategically dominates $\mathcal{A}$, denoted $\mathcal{A} \unlhd \mathcal{B}$, iff for all resolvers $f \in R(\mathcal{A})$ there exists a resolver $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ for all words $w \in \Sigma^{\omega}$. Formulating this condition as a resolver logic formula, we obtain a 2-EXPTIME algorithm for checking strategic dominance thanks to Theorem 4.2.

- Corollary 5.1. Let $\nu_{1}, \nu_{2} \in\{\operatorname{Inf}$, Sup, LimSup, LimInf $\}$. For all $\nu_{1}$-automata $\mathcal{A}$ and all $\nu_{2}$-automata $\mathcal{B}$, checking whether $\mathcal{A} \unlhd \mathcal{B}$ can be done in 2-ExpTime.

Note that other relations introduced in Section 3 can be also checked similarly.

### 5.2 Checking the Bottom Value of Automata

Safety and liveness [1, 2], as well as co-safety and co-liveness, are fundamental concepts in specification of system properties and their verification. These concepts have been recently extended to quantitative properties [21], and safety and liveness have been studied in the context of quantitative automata [5]. Note that quantitative automata resolve nondeterminism by sup, i.e., given an automaton $\mathcal{A}$ and a word $w$, we have $\mathcal{A}(w)=\mathcal{A}_{\text {sup }}(w)$.

For deciding the safety or liveness of a given automaton $\mathcal{A}$, computing its top value, namely the value of $\top_{\mathcal{A}}=\sup _{w \in \Sigma^{\omega}} \sup _{f \in R(\mathcal{A})} \mathcal{A}^{f}(w)$, is shown to be a central step. The PTime algorithm provided in [5] is used as a subroutine for computing the safety closure of a given automaton $\mathcal{A}$, which is used for checking both safety and liveness of $\mathcal{A}$. In particular, $\mathcal{A}$ is safe iff the safety closure of $\mathcal{A}$ maps every word $w$ to the same value as $\mathcal{A}$, and $\mathcal{A}$ is live iff the safety closure of $\mathcal{A}$ maps every word $w$ to $\top_{\mathcal{A}}$.

Given an automaton $\mathcal{A}$, we can solve the top-value problem by simply iterating over its weights in decreasing order and checking for each weight $k$ whether there exist $f \in R(\mathcal{A})$ and $w \in \Sigma^{\omega}$ with $\mathcal{A}^{f}(w) \geq k$. The largest $k$ for which this holds is the top value of $\mathcal{A}$. Note that thanks to Theorem 4.2 we can achieve this in PTime as it is only an existential formula, which gives us a new algorithm for this problem.

However, the problems of deciding the co-safety and co-liveness of automata were left open. For these, one needs to compute bottom value of a given automaton $\mathcal{A}$, namely $\perp_{\mathcal{A}}=\inf _{w \in \Sigma^{\omega}} \sup _{f \in R(\mathcal{A})} \mathcal{A}^{f}(w)$. Similarly as above, using the computation of the bottom value of $\mathcal{A}$ as a subroutine, we can decide its co-safety and co-liveness: $\mathcal{A}$ is co-safe iff the co-safety closure of $\mathcal{A}$ maps every word $w$ to the same value as $\mathcal{A}$, and $\mathcal{A}$ is co-live iff the co-safety closure of $\mathcal{A}$ maps every word $w$ to $\perp_{\mathcal{A}}$.

For the classes of automata we consider, we can compute the bottom value in PSpace by repeated universality checks over its finite set of weights: the largest weight $k$ for which the automaton is universal is its bottom value. We remark that the bottom value of limit-average automata is uncomputable since their universality is undecidable $[16,10]$.

Together with Theorem 4.2, the theorem below provides us with a 2-ExpTime algorithm for computing the bottom value of $\operatorname{Inf}-$, Sup-, LimInf-, and LimSup-automata.

- Theorem 5.2. Let $\nu \in\{\operatorname{Inf}$, Sup, LimSup, LimInf $\}$. Let $\mathcal{A}$ be a $\nu$-automaton and $x$ be an integer. Then, the bottom value of $\mathcal{A}$ is $x$ iff $\exists w_{1} \in \Sigma^{\omega}: \exists f_{1} \in R(\mathcal{A}): \forall w_{2} \in \Sigma^{\omega}: \forall f_{2} \in$ $R(\mathcal{A}): \exists f_{3} \in R(\mathcal{A}): \mathcal{A}^{f_{1}}\left(w_{1}\right)=x \wedge \mathcal{A}^{f_{1}}\left(w_{1}\right) \geq \mathcal{A}^{f_{2}}\left(w_{1}\right) \wedge \mathcal{A}^{f_{1}}\left(w_{1}\right) \leq \mathcal{A}^{f_{3}}\left(w_{2}\right)$. Moreover, given $\mathcal{A}$ and $x$, this can be checked in 2-ExpTime.


### 5.3 Checking History-Determinism of Automata

History-determinism [22, 15] lies between determinism and nondeterminism. Intuitively, an automaton is history-deterministic if there exists a way of resolving its nondeterminism based on the current execution prefix (i.e., only the past) while ensuring that the value of the resulting run equals the value assigned to the word by resolving its nondeterminism by sup. Although the concept of history-determinism first appeared as "good-for-gameness" in [22], following the distinction made in [6], we use the definition of history-determinism in [15].

- Definition 5.3 (history-determinism [15]). Let $\mathcal{A}=(\Sigma, Q, s, \Delta, \mu, \nu)$ be an automaton. Then, $\mathcal{A}$ is history-deterministic iff Player-2 wins the letter game defined below.

The letter game on $\mathcal{A}$ is played as follows: The game begins on the initial state $q_{0}=s$. At each turn $i \geq 0$ that starts in a state $q_{i}$, Player-1 first chooses a letter $\sigma_{i} \in \Sigma$, then Player-2 chooses a transition $d_{i}=\left(q_{i}, \sigma_{i}, q_{i+1}\right) \in \Delta$, and the game proceeds to state $q_{i+1}$. The corresponding infinite play is an infinite run $\pi$ over the word $w=\sigma_{0} \sigma_{1} \ldots$, and Player-2 wins the game iff $\mathcal{A}_{\text {sup }}(w) \leq \nu(\mu(\pi))$.


Figure 6 Two nondeterministic automata $\mathcal{A}$ and $\mathcal{B}$ over a finite alphabet $\Sigma$ that respectively specify the hyperproperties $\mathrm{SP}=\left\{P \subseteq \Sigma^{\omega} \mid P\right.$ is safe $\}$ and $\mathrm{CP}=\left\{P \subseteq \Sigma^{\omega} \mid P\right.$ is co-safe $\}$.

- Remark 5.4. An automaton $\mathcal{A}$ is history-deterministic iff there exists a resolver $f \in R(\mathcal{A})$ such that $\mathcal{A}_{\text {sup }}(w) \leq \mathcal{A}^{f}(w)$ for all $w \in \Sigma^{\omega}$. One can verify that the resolver $f$ is exactly the winning strategy for Player-2 in the letter game on $\mathcal{A}$.

History-deterministic automata offer a balance between deterministic and nondeterministic counterparts, with notable advantages. For instance, history-deterministic LimInf-automata are exponentially more concise than deterministic ones [23], and history-deterministic pushdown automata exhibit both increased expressiveness and at least exponential succinctness compared to their deterministic counterparts [19]. Further exploration is detailed in [8, 7].

In [7], algorithms are presented to determine whether an automaton is history-deterministic. The approach involves solving a token game that characterizes history-determinism for the given automata type. The procedure is in PTime for Inf- and Sup-automata, quasipolynomial time for LimSup, and ExpTime for LimInf. Combined with Theorem 4.2, the theorem below presents a new ExpTime algorithm for checking history-determinism across all these automata types, providing competitive complexity with [7] for LimInf-automata.

- Theorem 5.5. Let $\nu \in\{\operatorname{Inf}, \operatorname{Sup}, \operatorname{LimSup}, \operatorname{Lim} \operatorname{Inf}\}$ and $\mathcal{A}$ be a $\nu$-automaton. Then, $\mathcal{A}$ is history-deterministic iff $\mathcal{A} \leq \mathcal{A}$. Moreover, given $\mathcal{A}$, this can be checked in ExpTime.


### 5.4 Checking Hyperproperty Inclusion

We have focused on trace properties-functions mapping words to values, either 0 or 1 in the boolean setting. While adept at representing temporal event orderings, trace properties lack the capacity to capture dependencies among multiple system executions, such as noninterference in security policies [18] or fairness conditions for learning-based systems [28].

This limitation is addressed by hyperproperties [14]. Unlike trace properties, hyperproperties encompass global characteristics applicable to sets of traces. This enables the specification of intricate relationships and constraints beyond temporal sequencing. Formally, while a trace property is a set of traces, a hyperproperty is a set of trace properties.

In this subsection, we use nondeterministic automata as a specification language for hyperproperties. A deterministic automaton defines a trace property where each word has a single run, yielding a unique value. In contrast, a nondeterministic automaton specifies a trace property only when equipped with a resolver, representing a function from its resolvers to trace properties. Formally, a nondeterministic automaton $\mathcal{A}$ specifies the hyperproperty $H_{\mathcal{A}}=\left\{\mathcal{A}^{f} \mid f \in R(\mathcal{A})\right\}$. An illustrative example is presented in Figure 6 and Proposition 5.6.

- Proposition 5.6. The nondeterministic automata $\mathcal{A}$ and $\mathcal{B}$ in Figure 6 respectively specify the hyperproperties $S P=\left\{P \subseteq \Sigma^{\omega} \mid P\right.$ is safe $\}$ and $C P=\left\{P \subseteq \Sigma^{\omega} \mid P\right.$ is co-safe $\}$.

HyperLTL [13] extends linear temporal logic (LTL) only with quantification over traces, and therefore cannot express the hyperproperty SP specifying the set of all safety trace properties. However, using HyperLTL over the alphabet $\Sigma=\{i, s, o, x\}$, one can express the noninterference between a secret input $s$ and a public output $o$ as follows: $\forall \pi, \pi^{\prime}: \square\left(i_{\pi} \leftrightarrow\right.$ $\left.i_{\pi^{\prime}}\right) \rightarrow \square\left(o_{\pi} \leftrightarrow o_{\pi^{\prime}}\right)$, i.e., for every pair $\pi, \pi^{\prime}$ of traces, if the positions of the public input $i$
coincide in $\pi$ and $\pi^{\prime}$, then so do the positions of the public output $o$. We show below that a simpler variant of this property cannot be specified by nondeterministic automata, separating them as a specification language for hyperproperties from HyperLTL.

- Proposition 5.7. Let $\Sigma=\{a, b, c\}$ and let $\phi=\forall \pi, \pi^{\prime}: \square\left(b_{\pi} \leftrightarrow b_{\pi^{\prime}}\right)$ be a HyperLTL formula. Neither $H_{1}=\left\{P \subseteq \Sigma^{\omega} \mid P\right.$ satisfies $\left.\phi\right\}$ nor $H_{2}=\left\{P \subseteq \Sigma^{\omega} \mid P\right.$ satisfies $\left.\neg \phi\right\}$ is expressible by an automaton.

Together with Theorem 4.2, the following theorem gives us a 2-ExpTime algorithm for checking if the hyperproperty specified by an automaton is included in another one.

- Theorem 5.8. Let $\mathcal{A}$ and $\mathcal{B}$ be two nondeterministic automata respectively denoting the hyperproperties $H_{\mathcal{A}}$ and $H_{\mathcal{B}}$. Then, $H_{\mathcal{A}} \subseteq H_{\mathcal{B}}$ iff $\forall f \in R(\mathcal{A}): \exists g \in R(\mathcal{B}): \forall w \in \Sigma^{\omega}$ : $\mathcal{A}^{f}(w)=\mathcal{B}^{g}(w)$. Moreover, given $\mathcal{A}$ and $\mathcal{B}$, this can be checked in 2-ExpTime.

Using $\mathcal{A}$ for a deterministic automaton representing a system and $\mathcal{B}$ for a nondeterministic automaton defining a hyperproperty, we solve the model checking problem by determining if there exists $g \in R(\mathcal{B})$ such that $\mathcal{A}(w)=\mathcal{B}^{g}(w)$ for all $w \in \Sigma^{\omega}$. This is solvable in Exp Time (Theorem 4.2). Notably, for HyperLTL, which is incomparable to nondeterministic automata as a specification language, the complexity is PSpace-hard in the system's size [13].

## 6 Conclusion

We introduced a novel perspective on model refinement, termed strategic dominance. This view, which falls between trace inclusion and tree inclusion, captures the relationship between two nondeterministic state-transition models by emphasizing the ability of the less precise model to accommodate all deterministic implementations of the more refined one. We formally defined strategic dominance and showed that it can be checked in 2-ExpTime using resolver logic-a decidable extension of Presburger logic we developed in this work. Resolver logic is a powerful tool for reasoning about nondeterministic boolean and quantitative finite automata over infinite words. We provided a model-checking algorithm for resolver logic which, besides the verification of resolver-based refinement relations such as strategic dominance, allows the checking of co-safety, co-liveness, and history-determinism of quantitative automata, and the inclusion of hyperproperties specified by nondeterministic automata. There are some problems we have left open, including the study of resolver logic for other value functions as well as lower bounds for the model-checking problem of resolver logic and its fragments. Future research should also extend resolver logic and its model-checking algorithm to handle the settings of partial information, of multiple agents, and of probabilistic strategies.
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## Appendix: Omitted Proofs

## Proofs of Section 3

Proof of Lemma 3.2. Let $\mathcal{A}=(\Sigma, Q, s, \Delta, \mu, \nu)$. Recall that $\nu \in\{\operatorname{Inf}$, Sup, LimInf, LimSup $\}$ and $\Delta$ is finite. Let $w \in \Sigma^{\omega}$ be a word. Since $\mathcal{A}$ has finitely many transitions and thus finitely many weights appearing on them, the set $V(\mathcal{A}, w)=\{\nu(\mu(\pi)) \mid \pi$ is a run of $\mathcal{A}$ on $w\}$ of its values for $w$ is also finite. Evidently, each run of $\mathcal{A}$ on $w$ is induced by a resolver of $\mathcal{A}$ and vice versa, therefore $V(\mathcal{A}, w)=\left\{A^{f}(w) \mid f \in R(\mathcal{A})\right\}$. Due to finiteness of $V(\mathcal{A}, w)$, we get $\sup (V(\mathcal{A}, w)) \in V(\mathcal{A}, w)$. Then, there exists a run $\pi$ of $\mathcal{A}$ on $w$ with $\nu(\mu(\pi))=\sup (V(\mathcal{A}, w))$, and thus a resolver $f \in R(\mathcal{A})$ such that $\mathcal{A}^{f}(w)=\sup (V(\mathcal{A}, w))$.

Proof of Proposition 3.3. Let $\mathcal{A}$ and $\mathcal{B}$ be two automata. We show that

$$
\mathcal{A} \subseteq \mathcal{B} \stackrel{(1)}{\Longrightarrow} \mathcal{A} \unrhd_{\times} \mathcal{B} \stackrel{(2)}{\Longrightarrow} \mathcal{A} \square_{\times} \mathcal{B} \stackrel{(3)}{\Longrightarrow} \mathcal{A} \subseteq \mathcal{B} \stackrel{(4)}{\Longrightarrow} \mathcal{A} \subseteq \mathcal{B} \stackrel{(5)}{\Longrightarrow} \mathcal{A} \subseteq \mathcal{B} .
$$

1. Assume $\mathcal{A} \subseteq \mathcal{B}$, i.e., for all $w \in \Sigma^{\omega}$ there exists $g \in R(\mathcal{B})$ such that for all $f \in R(\mathcal{A})$ we have $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$. Let $w \in \Sigma^{\omega}$ be arbitrary. Notice that the resolver of $\mathcal{B}$ cannot depend on the resolver of $\mathcal{A}$, and it cannot observe the states of $\mathcal{A}$. Intuitively, if $\mathcal{B}$ can achieve under this restriction a value greater than $\mathcal{A}^{f}(w)$ for all $f \in R(\mathcal{A})$, then it can also achieve this without the restriction, i.e., when the two resolvers operate on the product automaton where they can observe each others' states. Now, let $g \in R(\mathcal{B})$ be as above, and let $g^{\prime} \in R_{2}(\mathcal{A}, \mathcal{B})$ be a partial resolver of $\mathcal{A} \times{ }_{2} \mathcal{B}$ that imitates $g$, i.e., $g^{\prime}(h, \sigma)=\left\{\left(q, g\left(h^{\prime}, \sigma\right)\right) \mid q \in Q_{\mathcal{A}}\right\}$ for all $\sigma \in \Sigma$ and every history $h$ over $\mathcal{A} \times{ }_{2} \mathcal{B}$ where $h^{\prime}$ is its projection to its $\mathcal{B}$-component. We claim that $\left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\left\{f^{\prime}, g^{\prime}\right\}}(w) \leq\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\left\{f^{\prime}, g^{\prime}\right\}}(w)$ for all $f^{\prime} \in R_{1}(\mathcal{A}, \mathcal{B})$. Suppose towards contradiction that for some $f^{\prime} \in R_{1}(\mathcal{A}, \mathcal{B})$ we have $\left(\mathcal{A} \times_{1} \mathcal{B}\right)^{\left\{f^{\prime}, g^{\prime}\right\}}(w)>\left(\mathcal{A} \times_{2} \mathcal{B}\right)^{\left\{f^{\prime}, g^{\prime}\right\}}(w)$. Consider a resolver $f^{\prime \prime} \in R(\mathcal{A})$ such that $f^{\prime \prime}(h)$ is the projection of $f^{\prime}(h)$ on its $\mathcal{A}$-component for any history $h$ over $\mathcal{A} \times{ }_{1} \mathcal{B}$. Then, we have $\mathcal{A}^{f^{\prime \prime}}(w)>\mathcal{B}^{g}(w)$ where $g$ is as above, which contradicts $\mathcal{A} \subseteq \mathcal{B}$, therefore $\mathcal{A} \square_{\times} \mathcal{B}$.
2. Follows from the fact that $\exists x: \forall y: \varphi(x, y)$ implies $\forall y: \exists x: \varphi(x, y)$ in general.
3. The idea is the same as in the proof of $\mathcal{A} \subseteq \mathcal{B} \Rightarrow \mathcal{A} \subseteq \times \mathcal{B}$. Intuitively, if $\mathcal{B}$ can achieve a greater value while $\mathcal{A}$ can base its choices on the choices of $\mathcal{B}$, then it can also achieve this when the choices of $\mathcal{A}$ do not depend on $\mathcal{B}$.
4. Assume $\mathcal{A} \subseteq \mathcal{B}$, i.e., for all $w \in \Sigma^{\omega}$ and all $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$. Let $w \in \Sigma^{\omega}$ be arbitrary. If for all $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$, then for all $f \in R(\mathcal{A})$ we have $\mathcal{A}^{f}(w) \leq \sup _{g \in R(\mathcal{B})} \mathcal{B}^{g}(w)$. Since, by Lemma 3.2, the value $\sup _{f \in R(\mathcal{A})} \mathcal{A}^{f}(w)$ is achieved by some resolver of $\mathcal{A}$, it implies that $\sup _{f \in R(\mathcal{A})} \mathcal{A}^{f}(w) \leq \sup _{g \in R(\mathcal{B})} \mathcal{B}^{g}(w)$, and thus $\mathcal{A} \subseteq \mathcal{B}$.
5. Assume $\mathcal{A} \subseteq \mathcal{B}$, i.e., $\mathcal{A}_{\text {sup }}(w) \leq \mathcal{B}_{\text {sup }}(w)$ for all $w \in \Sigma^{\omega}$. Let $w \in \Sigma^{\omega}$ be arbitrary. Note that for all $f \in R(\mathcal{A})$ we have $\mathcal{A}^{f}(w) \leq \mathcal{A}_{\text {sup }}(w)$, and thus for all $f \in R(\mathcal{A})$ it holds that $\mathcal{A}^{f}(w) \leq \mathcal{B}_{\text {sup }}(w)$. Since, by Lemma 3.2, there exists $g \in R(\mathcal{B})$ such that $\mathcal{B}_{\text {sup }}(w)=\mathcal{B}^{g}(w)$, we get that for all $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$.

Proof of Proposition 3.4. Let $\mathcal{A}=\left(\Sigma, Q_{\mathcal{A}}, s_{\mathcal{A}}, \Delta_{\mathcal{A}}, \mu_{\mathcal{A}}, \nu_{\mathcal{A}}\right)$ and $\mathcal{B}=\left(\Sigma, Q_{\mathcal{B}}, s_{\mathcal{B}}, \Delta_{\mathcal{B}}, \mu_{\mathcal{B}}, \nu_{\mathcal{B}}\right)$.
$\mathcal{A} \unlhd_{\times} \mathcal{B} \Rightarrow \mathcal{A} \preceq \mathcal{B}$ : We prove the contrapositive. Assume $\mathcal{A} \npreceq \mathcal{B}$, i.e., Challenger has a strategy $\tau$ such that for all outcomes $\left(r_{1}, r_{2}\right)$ of $\tau$ we have $\nu_{\mathcal{A}}\left(\mu_{\mathcal{A}}\left(r_{1}\right)\right)>\nu_{\mathcal{B}}\left(\mu_{\mathcal{B}}\left(r_{2}\right)\right)$. We want to show that there exists $f \in R_{1}(\mathcal{A}, \mathcal{B})$ such that for all $g \in R_{2}(\mathcal{A}, \mathcal{B})$ there exists $w \in \Sigma^{\omega}$ such that $\left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w)>\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\{f, g\}}(w)$. Let $\tau$ be the winning strategy for

Challenger. Let $f$ be such that for every history $h=\left(s_{0}, t_{0}\right) a_{1}\left(s_{1}, t_{1}\right) a_{2} \ldots\left(s_{n}, t_{n}\right) \in \Pi_{\mathcal{A} \times{ }_{1} \mathcal{B}}$ (which is also a history of $\mathcal{A} \times{ }_{2} \mathcal{B}$ ) and letter $\sigma \in \Sigma$, if $\tau\left(\left(s_{0}, t_{0}\right)\left(s_{1}, t_{1}\right) \ldots\left(s_{n}, t_{n}\right)\right)=(\sigma, q)$ for some $q \in Q_{\mathcal{A}}$, then $f(h, \sigma)=\left\{(q, p) \mid p \in Q_{\mathcal{B}}\right\}$. Now, let $g \in R_{2}(\mathcal{A}, \mathcal{B})$ be arbitrary. Consider an outcome ( $r_{1}, r_{2}$ ) of $\tau$ such that $r_{1}=q_{0} \sigma_{1} q_{1} \sigma_{2} \ldots$ and $r_{2}=p_{0} \sigma_{1} p_{1} \sigma_{2} \ldots$ satisfy $f\left(\left(q_{0}, p_{0}\right) \sigma_{1} \ldots\left(q_{i}, p_{i}\right), \sigma_{i+1}\right) \cap g\left(\left(q_{0}, p_{0}\right) \sigma_{1} \ldots\left(q_{i}, p_{i}\right), \sigma_{i+1}\right)=\left\{\left(q_{i+1}, p_{i+1}\right)\right\}$ for all $i \geq 0$, which exist by construction. Note that $\nu_{\mathcal{A}}\left(\mu_{\mathcal{A}}\left(r_{1}\right)\right)>\nu_{\mathcal{B}}\left(\mu_{\mathcal{B}}\left(r_{2}\right)\right)$ since $\tau$ is winning. Then, letting $w=\sigma_{1} \sigma_{2} \ldots$ gives us $\left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w)>\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\{f, g\}}(w)$.
$\mathcal{A} \preceq \mathcal{B} \Rightarrow \mathcal{A} \unlhd_{\times} \mathcal{B}$ : We prove the contrapositive. Assume $\mathcal{A} \not \unlhd_{\times} \mathcal{B}$, i.e., there exists $f \in R_{1}(\mathcal{A}, \mathcal{B})$ such that for all $g \in R_{2}(\mathcal{A}, \mathcal{B})$ there exists $w \in \Sigma^{\omega}$ such that $\left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w)>$ $\left(\mathcal{A} \times_{2} \mathcal{B}\right)^{\{f, g\}}(w)$. We want to show that there exists a strategy $\tau$ for Challenger such that for all outcomes $\left(r_{1}, r_{2}\right)$ of $\tau$ we have $\nu_{\mathcal{A}}\left(\mu_{\mathcal{A}}\left(r_{1}\right)\right)>\nu_{\mathcal{B}}\left(\mu_{\mathcal{B}}\left(r_{2}\right)\right)$. Let $f \in R_{1}(\mathcal{A}, \mathcal{B})$ be a partial resolver as above. Let $g \in R_{2}(\mathcal{A}, \mathcal{B})$ be arbitrary, and let $w=\sigma_{1} \sigma_{2} \ldots$ such that $\left(\mathcal{A} \times_{1} \mathcal{B}\right)^{\{f, g\}}(w)>\left(\mathcal{A} \times_{2} \mathcal{B}\right)^{\{f, g\}}(w)$. First, let $q_{0}=s_{\mathcal{A}}$ and $p_{0}=s_{\mathcal{B}}$, and define $\tau\left(\left(q_{0}, p_{0}\right)\right)=\left(\sigma_{1}, q_{1}\right)$ where $f\left(\left(q_{0}, p_{0}\right), \sigma_{1}\right) \cap g\left(\left(q_{0}, p_{0}\right), \sigma_{1}\right)=\left\{\left(q_{1}, p_{1}\right)\right\}$. Now, for all $i \geq 1$, define $\tau\left(\left(q_{0}, p_{0}\right) \ldots\left(q_{i}, p_{i}\right)\right)=\left(\sigma_{i+1}, q_{i+1}\right)$ where $f\left(\left(q_{0}, p_{0}\right) \sigma_{1} \ldots\left(q_{i}, p_{i}\right), \sigma_{i+1}\right) \cap$ $g\left(\left(q_{0}, p_{0}\right) \sigma_{1} \ldots\left(q_{i}, p_{i}\right), \sigma_{i+1}\right)=\left\{\left(q_{i+1}, p_{i+1}\right)\right\}$. Since we chose $g$ to be arbitrary, $\tau$ is defined for every valid history $h$ of the product automaton such that the corresponding word $w$ is a witness to the initial assumption $\left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w)>\left(\mathcal{A} \times_{2} \mathcal{B}\right)^{\{f, g\}}(w)$. In the same vein, $\left(q_{0} \sigma_{1} q_{1} \sigma_{2} \ldots, p_{0} \sigma_{1}, p_{1} \sigma_{2} \ldots\right)$ is an arbitrary outcome of $\tau$, and since $\left(\mathcal{A} \times{ }_{1} \mathcal{B}\right)^{\{f, g\}}(w)>$ $\left(\mathcal{A} \times{ }_{2} \mathcal{B}\right)^{\{f, g\}}(w)$ where $w=\sigma_{1} \sigma_{2} \ldots$, we obtain $\nu_{\mathcal{A}}\left(\mu_{\mathcal{A}}\left(r_{1}\right)\right)>\nu_{\mathcal{B}}\left(\mu_{\mathcal{B}}\left(r_{2}\right)\right)$ as required.

An alternative proof of this direction can be given by extending the tree-containment view of fair simulation [20] to the quantitative automata types we consider. From this extension, we would obtain that $\mathcal{A} \preceq \mathcal{B}$ iff $\mathcal{B}$ tree-contains $\mathcal{A}$ in the quantitative sense, i.e., for every run-tree $T$ of $\mathcal{A}$ there is a run-tree $T^{\prime}$ of $\mathcal{B}$ such that $T$ and $T^{\prime}$ are witnessed by the same trace-tree and for each path $\pi$ in $T$ the corresponding path $\pi^{\prime}$ in $T^{\prime}$ satisfies $\nu_{\mathcal{A}}\left(\mu_{\mathcal{A}}(\pi)\right) \leq \nu_{\mathcal{B}}\left(\mu_{\mathcal{B}}\left(\pi^{\prime}\right)\right)$. Then, to prove $\mathcal{A} \unlhd_{\times} \mathcal{B}$, we only need to argue that for each deterministic run-tree of $\mathcal{A}$ there is a deterministic run-tree of $\mathcal{B}$ satisfying the above condition, which holds by definition of simulation.

Proof of Proposition 3.5. Let $\mathcal{A}$ and $\mathcal{B}$ be two automata. We prove each statement separately.

1. Assume $\mathcal{A} \unlhd \mathcal{B}$, i.e., for all $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that for all $w \in$ $\Sigma^{\omega}$ we have $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$. Equivalently, for all $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that $\inf _{w \in \Sigma^{\omega}}\left(\mathcal{B}^{g}(w)-\mathcal{A}^{f}(w)\right) \geq 0$. This is equivalent to the following: for all $f \in R(\mathcal{A})$ we have $\sup _{g \in R(\mathcal{B})} \inf _{w \in \Sigma^{\omega}\left(\mathcal{B}^{g}(w)-\mathcal{A}^{f}(w)\right) \geq 0 \text {. Finally, another equivalent }}$ formulation is $\inf _{f \in R(\mathcal{A})} \sup _{g \in R(\mathcal{B})} \inf _{w \in \Sigma^{\omega}}\left(\mathcal{B}^{g}(w)-\mathcal{A}^{f}(w)\right) \geq 0$. Now, observe that this $\operatorname{implies~}_{\inf }^{f \in R(\mathcal{A})} \inf _{w \in \Sigma^{\omega}} \sup _{g \in R(\mathcal{B})}\left(\mathcal{B}^{g}(w)-\mathcal{A}^{f}(w)\right) \geq 0$ (but not vice versa), which is equivalent to $\inf _{w \in \Sigma^{\omega}} \inf _{f \in R(\mathcal{A})} \sup _{g \in R(\mathcal{B})}\left(\mathcal{B}^{g}(w)-\mathcal{A}^{f}(w)\right) \geq 0$. From this, we obtain first $\inf _{w \in \Sigma^{\omega}} \inf _{f \in R(\mathcal{A})}\left(\mathcal{B}_{\text {sup }}(w)-\mathcal{A}^{f}(w)\right) \geq 0$, and then $\inf _{w \in \Sigma^{\omega}}\left(\mathcal{B}_{\text {sup }}(w)-\mathcal{A}_{\text {sup }}(w)\right) \geq 0$. Finally, this means $\left(\mathcal{B}_{\text {sup }}(w)-\mathcal{A}_{\text {sup }}(w)\right) \geq 0$ for all $w \in \Sigma^{\omega}$, and thus $\mathcal{A} \subseteq \mathcal{B}$.
2. Thanks to Proposition 3.4, it suffices to show that $\mathcal{A} \unlhd_{\times} \mathcal{B}$ implies $\mathcal{A} \unlhd \mathcal{B}$. The reasoning is the same as in the proof of $\mathcal{A} \square_{\times} \mathcal{B} \Rightarrow \mathcal{A} \subseteq \mathcal{B}$ (item (3) of Proposition 3.3). Intuitively, since resolvers over synchronized products can observe the other component's history (as opposed to resolvers over single automata), if all partial $\mathcal{A}$-resolvers of $\mathcal{A} \times{ }_{1} \mathcal{B}$ fail to achieve a greater value against $\mathcal{A} \times{ }_{2} \mathcal{B}$, then so do all resolvers of $\mathcal{A}$ against $\mathcal{B}$.
3. Thanks to Proposition 3.4, it suffices to show that $\mathcal{A} \unlhd_{\times} \mathcal{B}$ implies $\mathcal{A} \unlhd_{\times} \mathcal{B}$. To show this, simply recall the definitions of $\mathbf{\unlhd}_{\times}$and $\unlhd_{x}$, and note the fact that $\exists x: \forall y: \varphi(x, y)$ implies $\forall y: \exists x: \varphi(x, y)$ in general.
4. The reasoning is the same as in the proof of $\mathcal{A} \subseteq \mathcal{B} \Rightarrow \mathcal{A} \square_{\times} \mathcal{B}$ (item (1) of Proposition 3.3). Intuitively, if there is a resolver of $\mathcal{B}$ that achieves greater value against $\mathcal{A}$ (without being able to observe the history of $\mathcal{A}$ ), then there is a partial $\mathcal{B}$-resolver of $\mathcal{A} \times{ }_{2} \mathcal{B}$ that achieves a greater value against $\mathcal{A} \times{ }_{1} \mathcal{B}$ (since it can now observe the history of $\mathcal{A}$ ).

Proof of Proposition 3.6. Simply observe that the proofs in Propositions 3.3-3.5 do not depend on the memory capabilities of resolvers. Whenever we speak of resolvers or strategies, we now consider only the appropriately restricted ones, and the same arguments apply.

Proof of Proposition 3.7. We prove each item separately.

1. Let $\mathcal{A}$ and $\mathcal{B}$ as in Figure 4. Note that $\mathcal{A}$ has only one resolver and $\mathcal{B}$ has four resolvers all of which is positional.
$\mathcal{A} \subseteq{ }^{\text {pos }} \mathcal{B}$ : One can verify that for all words $\mathcal{B}$ has a run whose value is 1 .
$\mathcal{A} \not \mathbb{Z}^{\text {pos }} \mathcal{B}$ : We want to show that there exists $f \in R(\mathcal{A})$ such that for all $g \in R(\mathcal{B})$ there exists $w \in \Sigma^{\omega}$ such that $\mathcal{A}^{f}(w)>\mathcal{B}^{g}(w)$. Since $\mathcal{A}$ is deterministic and the value domain is binary, it suffices to show for all $g \in R(\mathcal{B})$ there exists $w \in \Sigma^{\omega}$ such that $\mathcal{B}^{g}(w)=0$. Let $g$ be an arbitrary resolver of $\mathcal{B}$ and let $\sigma \in\{a, b\}$. If $g$ moves $\mathcal{B}$ from $q_{0}$ to $q_{1}$ with $\sigma$, then let $w=\sigma b^{\omega}$. Otherwise, if $g$ moves $\mathcal{B}$ from $q_{0}$ to $q_{2}$ with $\sigma$, then let $w=\sigma a^{\omega}$.
2. Let $\mathcal{A}$ and $\mathcal{B}$ as in Figure 5. Note that both $\mathcal{A}$ and $\mathcal{B}$ have only two resolvers and all of them are positional.
$\mathcal{A} \unlhd^{\text {pos }} \mathcal{B}$ : We want to show that for all $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}(w) \leq \mathcal{B}^{g}(w)$ for all $w \in \Sigma^{\omega}$. Let $f$ be an arbitrary resolver of $\mathcal{A}$, which moves $\mathcal{A}$ from $s_{1}$ to either $s_{2}$ or $s_{3}$ with $a$. If it moves to $s_{2}$, then consider a resolver $g$ that moves $\mathcal{B}$ from $q_{0}$ to $q_{1}$ with $a$. For these, one can verify that $\mathcal{A}^{f}(w)=\mathcal{B}^{g}(w)$ for all $w \in \Sigma^{\omega}$. Otherwise, if moves to $s_{3}$, then consider a resolver $g$ that moves $\mathcal{B}$ to $q_{2}$. One can similarly verify that these satisfy the desired outcome.
$\mathcal{A} \not \not^{\text {pos }} \mathcal{B}$ : It is easy to see that $s_{0}$ is not simulated by $q_{0}$.
3. Let $\mathcal{A}$ be as in Figure 5. Observe that $\mathcal{A}$ has two resolvers, both of which are positional. $\mathcal{A} \preceq{ }^{\text {pos }} \mathcal{A}$ : Trivial since the simulation relation is reflexive.
$\mathcal{A} \rrbracket_{\times}^{\text {pos }} \mathcal{A}$ : We want to show that for all $g \in R_{2}(\mathcal{A}, \mathcal{A})$ there exist $f \in R_{1}(\mathcal{A}, \mathcal{A})$ and $w \in \Sigma^{\omega}$ such that $\left(\mathcal{A} \times{ }_{1} \mathcal{A}\right)^{\{f, g\}}(w)>\left(\mathcal{A} \times{ }_{2} \mathcal{A}\right)^{\{f, g\}}(w)$. Note that $\mathcal{A} \times{ }_{1} \mathcal{A}=\mathcal{A} \times{ }_{2} \mathcal{A}$. Let $g \in R_{2}(\mathcal{A}, \mathcal{A})$ be an arbitrary partial resolver for the second component of the product. If $g$ moves the product from $\left(s_{1}, s_{1}\right)$ to $\left\{\left(q, s_{2}\right) \mid q \in Q_{\mathcal{A}}\right\}$, then consider the resolver $f \in R_{1}(\mathcal{A}, \mathcal{A})$ that moves the product from $\left(s_{1}, s_{1}\right)$ to $\left\{\left(s_{3}, q\right) \mid q \in Q_{\mathcal{A}}\right\}$ and the word $w=a b^{\omega}$. Otherwise, if $g$ moves the product to $\left\{\left(q, s_{3}\right) \mid q \in Q_{\mathcal{A}}\right\}$, then consider the resolver $f \in R_{1}(\mathcal{A}, \mathcal{A})$ that moves it to $\left\{\left(s_{2}, q\right) \mid q \in Q_{\mathcal{A}}\right\}$ and the word $w=a^{\omega}$.
4. Let $\mathcal{A}$ and $\mathcal{B}$ as in Figure 5. Note that both $\mathcal{A}$ and $\mathcal{B}$ have only two resolvers each and all of them are positional.
$\mathcal{B} \boldsymbol{\unlhd}_{\times}^{\text {pos }} \mathcal{A}$ : We want to show that there exists $g \in R_{2}(\mathcal{B}, \mathcal{A})$ such that for all $f \in R_{1}(\mathcal{B}, \mathcal{A})$ and all $w \in \Sigma^{\omega}$ we have $(\mathcal{B} \times 1 \mathcal{A})^{\{f, g\}}(w) \leq\left(\mathcal{B} \times{ }_{2} \mathcal{A}\right)^{\{f, g\}}(w)$. Let $g$ be a partial resolver that moves the second component of the product with $a$ from $\left(q_{1}, s_{1}\right)$ to $\left\{\left(q, s_{2}\right) \mid q \in Q_{\mathcal{B}}\right\}$ and from $\left(q_{2}, s_{1}\right)$ to $\left\{\left(q, s_{3}\right) \mid q \in Q_{\mathcal{B}}\right\}$. Let $f \in R_{1}(\mathcal{B}, \mathcal{A})$ be arbitrary. Note that $f$ moves the first component of the product with $a$ from $\left(q_{0}, s_{0}\right)$ to either $\left\{\left(q_{1}, s\right) \mid s \in Q_{\mathcal{A}}\right\}$ or $\left\{\left(q_{2}, s\right) \mid s \in Q_{\mathcal{A}}\right\}$. Since $g$ only has one option for this transition, the next state is either $\left(q_{1}, s_{1}\right)$ or $\left(q_{2}, s_{1}\right)$, which the two resolvers respectively move with $a$ to $\left(q_{3}, s_{2}\right)$ or $\left(q_{4}, s_{3}\right)$. One can verify that any infinite suffix after reaching these states leads to the same values on both product automata.
$\mathcal{B} \boldsymbol{\Sigma}^{\text {pos }} \mathcal{A}$ : We want to show that for all $g \in R(\mathcal{A})$ there exist $f \in R(\mathcal{B})$ and $w \in \Sigma^{\omega}$ such that $\mathcal{B}^{f}(w)>\mathcal{A}^{g}(w)$. Let $g \in R(\mathcal{A})$ be arbitrary. If $g$ moves $\mathcal{A}$ from $s_{1}$ to $s_{2}$ with $a$, consider the resolver $f \in R(\mathcal{B})$ that moves $\mathcal{B}$ from $q_{0}$ to $q_{2}$ with $a$ and the word $w=a a b^{\omega}$.

Otherwise, if $g$ moves $\mathcal{A}$ from $s_{1}$ to $s_{3}$ with $a$, consider the resolver $f \in R(\mathcal{B})$ that moves $\mathcal{B}$ from $q_{0}$ to $q_{1}$ with $a$ and the word $w=a^{\omega}$.

## Proofs of Section 4

Proof of Theorem 4.2. We assume that each automata $\mathcal{A}_{k}=\left(Q_{k}, s_{k}, \Delta_{k}, \mu_{k}, \nu_{k}\right)$ is either a LimSup-automaton or a Limlnf-automaton. This is without loss of generality since Supautomata and Inf-automata can be converted in PTime into Limlnf-automata [5, Proposition 2.1]. The proof goes as follows. First, we construct in polynomial time a parity tree automaton $\mathcal{C}$ which read an assignment $\alpha$ for $\Psi$ as input, such that its language is empty if and only if $\alpha \models \Psi$. Then we handle the quantifiers of $\Psi$ based on nested complementations and projections applied on $\mathcal{C}$. Finally, we construct a parity game such that the even player wins iff $\Psi$ is satisfiable over $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$.

Construction of $\mathcal{C}$. Let $\Psi$ be of the form $\nabla_{1} x_{1}: \cdots: \nabla_{m} x_{m}: \varphi$, where $\nabla_{i} \in\{\exists, \forall\}$. In this construction, we encode assignments for resolver and word variables of $\Psi$ into single $\Sigma$-structured trees. The labeling alphabet is defined from the sets $Q_{1}, \ldots, Q_{n}$ and $\{0,1\}$ in order to manipulate branches as runs. For all $i \in\{1, \ldots, m\}$, we define $\Lambda_{i}$ and $\ell_{i} \in \Lambda_{i}$ such that if $x_{i} \in W$ then $\Lambda_{i}=\{0,1\}$ and $\ell_{i}=1$; otherwise, $x_{i} \in F_{k}$ for some $k \in\{1, \ldots, n\}$, and so $\Lambda_{i}=Q_{k}$ and $\ell_{i}=s_{k}$ where $s_{k}$ is the initial state of $\mathcal{A}_{k}$. Let the labeling alphabet be $\Lambda=\Lambda_{1} \times \cdots \times \Lambda_{m}$ and let the label of roots be $\ell=\ell_{1} \times \cdots \times \ell_{m}$. For all $\lambda \in \Lambda$ and $1 \leq i \leq m$ we write $\lambda[i]$ to denote the dimension of $\lambda$ corresponding to $\Lambda_{i}$. In the same way, we construct the value domains of the variables of $V$ from the sets of weights of $\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}$. For all $x_{i} \in F_{k}$ and all $x_{j} \in W$, we define the value domain of the variable $v_{\left(x_{i}, x_{j}\right)} \in V$ as $Z_{\left(x_{i}, x_{j}\right)}=\left\{\mu_{k}(\delta) \in \mathbb{N} \mid \delta \in \Delta_{k}\right\}$. Let $Z=\Pi_{k=1}^{n} \Pi_{f \in F_{k}} \Pi_{w \in W} Z_{(f, w)}$ be the set of assignment of the variable of $V$. For all $z \in Z$, all $x_{i} \in F_{k}$ and all $x_{j} \in W$, we write $z\left[x_{i}\right]\left[x_{j}\right]$ to denote the dimension of $z$ corresponding to $Z_{(f, w)}$.

We now construct the parity tree automaton $\mathcal{C}=(\Lambda, \Sigma, Q, I, \Delta, \theta)$. The set of $\Theta_{-}$ states is $Q_{\odot}=\left\{\left(\wp_{\left(y_{1}, y_{2}\right)}, z, \lambda\right) \mid y_{1}, y_{2} \in\{1, \ldots, m\}, z \in Z, \lambda \in \Lambda\right\}$, the set of $\boldsymbol{\phi}$-states is $Q_{\boldsymbol{\bullet}}=\left\{\left(\boldsymbol{\oplus}_{\left(y_{1}, y_{2}\right)}, z, \lambda\right) \mid y_{1}, y_{2} \in\{1, \ldots, m\}, z \in Z, \lambda \in \Lambda\right\}$, and the set of $\perp$-states is $Q_{\perp}=\{(\perp, z, \lambda) \mid z \in Z, \lambda \in \Lambda\}$. The set of states is $Q=Q_{\perp} \cup Q_{\circlearrowleft} \cup Q_{\bullet}$ and the set of initial states is $I=\left\{(\perp, z, \ell) \mid z \in Z, \varphi\left[\forall v_{\left(x, x^{\prime}\right)} \in V: v_{\left(x, x^{\prime}\right)} \leftarrow z[x]\left[x^{\prime}\right]\right]\right\}$. The priority function $\theta: Q \rightarrow\{1,2\}$ maps $\Theta$-states to 2 and all the other states to 1 . The transition relation $\Delta$ is defined as follows.

$$
\begin{aligned}
& -\left((\perp, z, \lambda), \lambda, \sigma \mapsto\left(S_{\sigma}, z, \lambda_{\sigma}\right)\right) \in \Delta \text { where } S_{\sigma} \in\left\{\perp, \boldsymbol{\oplus}_{(1,1)}\right\} \text { iff } \\
& \qquad \bigwedge\left\{\begin{array}{l}
\bigwedge_{j=1}^{m}\left(x_{j} \in W \Rightarrow \sum_{\sigma \in \Sigma} \lambda_{\sigma}[j]=\lambda[j]\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{\sigma \in \Sigma}\left(x_{i} \in F_{k} \Rightarrow\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right) \in \Delta_{k}\right)
\end{array}\right.
\end{aligned}
$$

For all transitions, $\mathcal{C}$ ensures that the encoding of its assignment for $x_{1}, \ldots, x_{m}$ is a coherent $\Lambda$-labeled $\Sigma$-structured tree. Above, the first constraint guarantees that all dimensions encoding a word have exactly one branch labeled by 1 (which encodes the word), and all other nodes are labeled by 0 . Formally, each tree $t \in T(\mathcal{C})$ assigns the variable $x_{j} \in W$ to the unique word $\alpha_{t}\left(x_{j}\right)=\sigma_{1} \sigma_{2} \cdots \in \Sigma^{\omega}$ for which the $j$ th dimension of the branch $t\left(\alpha_{t}\left(x_{j}\right)\right)$ equals $1 \sigma_{1} 1 \sigma_{2} \cdots \in(\{1\} \times \Sigma)^{\omega}$. The second constraint guarantees that all dimensions encoding a resolver of $\mathcal{A}_{k}$ respect its transition relation, i.e., a node labeled by $\lambda$ and its $\sigma$-child labeled by $\lambda_{\sigma}$ must encode a transition of $\mathcal{A}_{k}$ in these dimensions. Formally, each tree $t \in T(\mathcal{C})$ assigns the variable $x_{i} \in F_{k}$ to the unique resolver $\alpha_{t}\left(x_{i}\right) \in R\left(\mathcal{A}_{k}\right)$ defined by $\alpha_{t}\left(x_{i}\right)\left(\pi_{k}, \sigma\right)=t(u \sigma)$ where $\pi_{k}$ is the finite run of $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}$ over $u \in \Sigma^{*}$. In particular, for all
$t \in T(\mathcal{C})$, all $x_{i} \in F_{k}$ and $x_{j} \in W$, the value $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)$ is the correct assignment for the free variable $v_{\left(x_{i}, x_{j}\right)} \in V$ of $\varphi$.

$$
\begin{aligned}
& \left(\left(\boldsymbol{\oplus}_{\left(y_{1}, y_{2}\right)}, z, \lambda\right), \lambda, \sigma \mapsto\left(\boldsymbol{\oplus}_{\left(y_{1}, y_{2}\right)}, z, \lambda_{\sigma}\right)\right) \in \Delta \text { iff } \\
& \bigwedge\left\{\begin{array}{l}
\bigwedge_{j=1}^{m}\left(x_{j} \in W \Rightarrow \sum_{\sigma \in \Sigma} \lambda_{\sigma}[j]=\lambda[j]\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{\sigma \in \Sigma}\left(x_{i} \in F_{k} \Rightarrow\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right) \in \Delta_{k}\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{j=1}^{m} \bigwedge_{\sigma \in \Sigma}\left(\left(x_{i} \in F_{k} \wedge \lambda[j]=1\right) \Rightarrow h_{k}\left(z\left[x_{i}\right]\left[x_{j}\right], \mu_{k}\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right)\right)=z\left[x_{i}\right]\left[x_{j}\right]\right)
\end{array}\right.
\end{aligned}
$$

where $h_{k}=\max$ if $\mathcal{A}_{k}$ is a LimSup-automaton and $h_{k}=\min$ if it is a LimInf-automaton.
Observe that $\perp$-states are reachable only from $\perp$-states and cannot lead to acceptance as their priority is odd. Once a $\boldsymbol{\oplus}_{(1,1)}$-state is reached, $\mathcal{C}$ checks through the rest of the run tree whether $z$ provides a correct assignment for the variable of $V$. By construction, $z$ is guessed at the root of the run tree and carried in all its nodes. Given a run $\pi$ of $\mathcal{C}$ over $t \in \Lambda_{\Sigma}^{\omega}$ that carries $z \in Z$, for all $x_{j} \in W$, all $x_{i} \in F_{k}$, the value $z\left[x_{i}\right]\left[x_{j}\right]$ is a correct assignment for $v_{\left(x_{i}, x_{j}\right)}$ when $z\left[x_{i}\right]\left[x_{j}\right]=\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)$. Intuitively, $v_{\left(x_{i}, x_{j}\right)}$ requires $\mathcal{C}$ to ensure that the weight $z\left[x_{i}\right]\left[x_{j}\right]$ is $(\dagger)$ visited infinitely often, $(\ddagger)$ never dismissed by another weight, and so along the branch induced by the word $\alpha_{t}\left(x_{j}\right)$. The condition $(\dagger)$ is handled by $\mathcal{C}$ thanks to its acceptance condition that we explain below. Above, the last constraint guarantees the condition ( $\ddagger$ ), i.e., assuming that $x_{j} \in W, x_{i} \in R\left(\mathcal{A}_{k}\right)$ and that the current node belongs to the branch induced by $\alpha_{t}\left(x_{j}\right)$, if $\mathcal{A}_{k}$ is a LimSup-automaton then the weight of the transition $\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right) \in \Delta_{k}$ from the node to its $\sigma$-child is at most $z\left[x_{i}\right]\left[x_{j}\right]$, otherwise $\mathcal{A}_{k}$ is a Limlnf-automaton and the weight of this transition is at least $z\left[x_{i}\right]\left[x_{j}\right]$. This constrain appears in all transitions outgoing from the $\boldsymbol{\phi}$-states and the $\Omega$-states.

$$
\begin{aligned}
& =\left(\left(\boldsymbol{\oplus}_{\left(y_{1}, y_{2}\right)}, z, \lambda\right), \lambda, \sigma \mapsto\left(S_{\sigma\left(y_{1}, y_{2}\right)}, z, \lambda_{\sigma}\right)\right) \in \Delta \text { where } S_{\sigma\left(y_{1}, y_{2}\right)} \in\left\{\Theta_{\left(y_{1}, y_{2}\right)}, \boldsymbol{\oplus}_{\left(y_{1}, y_{2}\right)}\right\} \text { iff } \\
& \bigwedge\left\{\begin{array}{l}
\bigwedge_{j=1}^{m}\left(x_{j} \in W \Rightarrow \sum_{\sigma \in \Sigma} \lambda_{\sigma}[j]=\lambda[j]\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{\sigma \in \Sigma}\left(x_{i} \in F_{k} \Rightarrow\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right) \in \Delta_{k}\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{j=1}^{m} \bigwedge_{\sigma \in \Sigma}\left(\left(x_{i} \in F_{k} \wedge \lambda[j]=1\right) \Rightarrow h_{k}\left(z\left[x_{i}\right]\left[x_{j}\right], \mu_{k}\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right)\right)=z\left[x_{i}\right]\left[x_{j}\right]\right) \\
\bigwedge_{k=1}^{n} \bigwedge_{\sigma \in \Sigma}\left(\left(x_{y_{1}} \in F_{k} \wedge \lambda\left[y_{2}\right]=1 \wedge S_{\sigma\left(y_{1}, y_{2}\right)}=\bigcirc_{\left(y_{1}, y_{2}\right)}\right) \Rightarrow \mu_{k}\left(\lambda\left[y_{1}\right], \sigma, \lambda_{\sigma}\left[y_{1}\right]\right)=z\left[x_{y_{1}}\right]\left[x_{y_{2}}\right]\right)
\end{array}\right.
\end{aligned}
$$

Given a run $\pi$ of $\mathcal{C}$ over $t \in \Lambda_{\Sigma}^{\omega}$ that carries $z \in Z$, assuming that $x_{y_{2}} \in W$ and $x_{y_{1}} \in F_{k}$, the condition ( $\dagger$ ) asks $\mathcal{C}$ to check whether the guessed value $z\left[x_{y_{1}}\right]\left[x_{y_{2}}\right]$ is among the values visited infinitely many times along the branch induced by $\alpha_{t}\left(x_{y_{2}}\right) \in \Sigma^{\omega}$. Above, the last constraint guarantees that $\mathcal{C}$ allows to move from a $\boldsymbol{\varphi}_{\left(y_{1}, y_{2}\right)}$-state to a $\bigcirc_{\left(y_{1}, y_{2}\right)}$-state only if either $x_{y_{1}} \notin R\left(\mathcal{A}_{k}\right)$, or the current node does not belong to the branch induced by $\alpha_{t}\left(x_{y_{2}}\right) \in \Sigma^{\omega}$, or the guessed weight $z\left[x_{y_{1}}\right]\left[x_{y_{2}}\right]$ is visited in the corresponding dimension. Observe that $\bigcirc$-states have priority 2 in $\mathcal{C}$, while $\boldsymbol{\emptyset}$-states have priority 1 . The condition $(\dagger)$ on $z\left[x_{y_{1}}\right]\left[x_{y_{2}}\right]$ holds for all accepting runs because $\mathcal{C}$ ensures that a $\Omega_{\left(y_{1}, y_{2}\right)}$-state is visited infinitely many times on all branches of its accepting runs, as we explain below.

- $\left(\left(\bigcirc_{\left(y_{1}, y_{2}\right)}, z, \lambda\right), \lambda, \sigma \mapsto\left(\boldsymbol{\oplus}_{\left(y_{1}^{\prime}, y_{2}^{\prime}\right)}, z, \lambda_{\sigma}\right)\right) \in \Delta$ iff

$$
\bigwedge\left\{\begin{array}{l}
\bigwedge_{j=1}^{m}\left(x_{j} \in W \Rightarrow \sum_{\sigma \in \Sigma} \lambda_{\sigma}[j]=\lambda[j]\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{\sigma \in \Sigma}\left(x_{i} \in F_{k} \Rightarrow\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right) \in \Delta_{k}\right) \\
\bigwedge_{i=1}^{m} \bigwedge_{k=1}^{n} \bigwedge_{j=1}^{m} \bigwedge_{\sigma \in \Sigma}\left(\left(x_{i} \in F_{k} \wedge \lambda[j]=1\right) \Rightarrow h_{k}\left(z\left[x_{i}\right]\left[x_{j}\right], \mu_{k}\left(\lambda[i], \sigma, \lambda_{\sigma}[i]\right)\right)=z\left[x_{i}\right]\left[x_{j}\right]\right) \\
\left(y_{1}^{\prime}=y_{1} \wedge y_{2}^{\prime}=y_{2}+1\right) \vee\left(y_{1}^{\prime}=y_{1}+1 \wedge y_{2}=m \wedge y_{2}^{\prime}=1\right) \vee\left(y_{1}=y_{2}=m \wedge y_{1}^{\prime}=y_{2}^{\prime}=1\right)
\end{array}\right.
$$

We recall that $\mathcal{O}\left(m^{2}\right)$ values are checked by $\mathcal{C}$ through its runs. To ensure that condition ( $\dagger$ ) holds for all dimensions of $z$, the transitions of $\mathcal{C}$ enforces to visit cyclically all $\bigcirc_{\left(y_{1}, y_{2}\right)}$-states in order to get a run of even priority. Above, the last constraint guarantees that $\mathcal{C}$ allows to leave a $\bigcirc_{\left(y_{1}, y_{2}\right)}$-state only toward a $\boldsymbol{\uparrow}$-state that regulates the next pair of index. Since there is no transition from a $\Omega$-state to a $\Omega$-state, a run of $\mathcal{C}$ is accepting if and only if all branches visit a $\varnothing_{\left(y_{1}, y_{2}\right)}$-state infinitely often for all $y_{1}, y_{2} \in\{1, \ldots, m\}$. As final observation, we point out that, since $z$ carried in all nodes of the run tree, the consistency of $(\dagger)$ and $(\ddagger)$ through branches is guaranteed. Hence, for all $t \in T(\mathcal{C})$, if $x_{j} \in W$ and $x_{i} \in F_{k}$ then the value $\mathcal{A}_{k}^{\alpha_{t}\left(x_{i}\right)}\left(\alpha_{t}\left(x_{j}\right)\right)$ equals $z\left[x_{i}\right]\left[x_{j}\right]$ thanks to the conditions $(\dagger)$ and $(\ddagger)$.

Construction of the parity game. Note that the size of $\mathcal{C}$ is at most $\mathcal{O}\left(\left|\max _{1 \leq i \leq n}\right| \mathcal{A}_{i} \mid\right)^{\mathcal{O}\left(m^{2}+n\right)}$. In particular, when $|\Psi|$ is fixed (i.e., $n, m$ and $|\varphi|$ are fixed), $\mathcal{C}$ can be constructed in polynomial time since the satisfiability of an existential Presburger formula with a fixed number of quantifiers is in PTime [27]. To handle the quantifiers of $\Psi$, we construct a parity tree automaton $\mathcal{C}^{\prime}$ that do not take inputs. Essentially, $\mathcal{C}^{\prime}$ is constructed from $\mathcal{C}$ by releasing the existentially quantified variables through projections, i.e., leaving the tree automaton a non-deterministic choice while relaxing a dimension of the input tree. Universal quantifiers $\forall x: \Psi^{\prime}$ are treated as $\neg \exists x: \neg \Psi^{\prime}$, where each negation $\neg$ requires the computation of the complement of the current tree automaton, and then induce an exponential blow up of the computation time [24]. The parity game is constructed in PTime from a tree automaton $\mathcal{C}^{\prime}$. The game proceeds with the even player first choosing a transition in the tree automaton, and then the odd player choosing a subtree. The even player wins iff the language of the tree automaton is not empty. Naturally, a resolver logic formula with only existential quantifiers do not require tree automata complementations. However, with a naive approach, a formula with only universal quantifiers may requires two complementations while none are necessary. This is because if the innermost quantifier is universal then the first complementation can be avoided by using $\neg \varphi$ instead of $\varphi$ to construct $\mathcal{C}$. Additionally, if the outermost quantifier is universal then the last complementation can be avoided by constructing a parity game that is winning for the player with even objective if and only if the current tree automaton is empty. This is doable in PTime as before, but the players are swapped and the priority are increased by one.

## Proofs of Section 5

Proof of Theorem 5.2. If $\mathcal{A}$ has a non-integral weight, simply multiply all weights with the appropriate constant. The bottom value of $\mathcal{A}$ is $x \operatorname{iff} \inf _{w \in \Sigma^{\omega}} \mathcal{A}_{\sup }(w)=x$. The first conjunct $\mathcal{A}^{f_{1}}\left(w_{1}\right)=x$ requires that there exists a word $w_{1}$ and a resolver $f_{1}$ such that the corresponding run of $\mathcal{A}$ yields the value $x$. For the bottom value of any Inf-, Sup-, LimInf-, or LimSup- automata, this holds since there are finitely many transitions and thus weights. The second conjunct $\mathcal{A}^{f_{1}}\left(w_{1}\right) \geq \mathcal{A}^{f_{2}}\left(w_{1}\right)$ requires that there is no other run of $\mathcal{A}$ over $w_{1}$ to exceed the value of this run. This condition forces resolving nondeterminism by supremum as usual for quantitative automata. Note that, by Lemma 3.2, there exists a resolver to yield the supremum value. The third conjunct $\mathcal{A}^{f_{1}}\left(w_{1}\right) \leq \mathcal{A}^{f_{3}}\left(w_{2}\right)$ requires that for every word $w_{2}$ there is a run of $\mathcal{A}$ over $w_{2}$ whose value is at least the value of the run of $\mathcal{A}$ produced by $f_{1}$ and $w_{1}$. Finally, this condition guarantees that no word has an $\mathcal{A}_{\text {sup }}$ smaller than $w_{1}$, therefore $\mathcal{A}$ yields its bottom value on $w_{1}$.

Combining the first two conjuncts together, we obtain that $\mathcal{A}$ has a run $\pi$ on some word $w$ whose value is $x$ and there is no other run on $w$ to produce a value greater than that of $\pi$, i.e., the value of $\pi$ is $\mathcal{A}_{\text {sup }}(w)=x$. Finally, the third conjunct gives us that there is no other word $w^{\prime}$ with $\mathcal{A}_{\text {sup }}\left(w^{\prime}\right)<\mathcal{A}_{\text {sup }}(w)=x$, i.e., $\inf _{w^{\prime \prime} \in \Sigma^{\omega}} \mathcal{A}_{\text {sup }}\left(w^{\prime \prime}\right)=x$.

Proof of Theorem 5.5. Thanks to Remark 5.4 we only need to show that $\mathcal{A} \leq \mathcal{A}$ iff there exists $f \in R(\mathcal{A})$ such that for all $w \in \Sigma^{\omega}$ we have $\mathcal{A}_{\text {sup }}(w) \leq \mathcal{A}^{f}(w)$. The right-hand side is equivalent to the following: there exists $f \in R(\mathcal{A})$ such that for all $w \in \Sigma^{\omega}$ we have $\sup _{g \in R(\mathcal{A})} \mathcal{A}^{g}(w) \leq \mathcal{A}^{f}(w)$. Moreover, this holds iff there exists $f \in R(\mathcal{A})$ such that for all $g \in R(\mathcal{A})$ and all $w \in \Sigma^{\omega}$ we have $\mathcal{A}^{g}(w) \leq \mathcal{A}^{f}(w)$, which coincides with the definition of $\mathcal{A} \leq \mathcal{A}$.

Proof of Proposition 5.6. Let $H_{\mathcal{A}}=\left\{\mathcal{A}^{f} \mid f \in R(\mathcal{A})\right\}$ be the hyperproperty defined by $\mathcal{A}$. We only show $H_{\mathcal{A}}=\mathrm{SP}$, and $H_{\mathcal{B}}=\mathrm{CP}$ can be proved similarly.
$H_{\mathcal{A}} \subseteq \mathrm{SP}$ : Let $f \in R(\mathcal{A})$ be an arbitrary resolver. We want to show that $\mathcal{A}^{f}$ is a safety property, i.e., for all $w \notin \mathcal{A}^{f}$ there exists a prefix $u \prec w$ such that $u w^{\prime} \notin \mathcal{A}^{f}$ for all $w^{\prime} \in \Sigma^{\omega}$. If $\mathcal{A}^{f}=\Sigma^{\omega}$, we are done. Otherwise, let $w=\sigma_{1} \sigma_{2} \ldots$ be such that $w \notin \mathcal{A}^{f}$. Then, there exists $n \geq 1$ such that $f\left(s_{0} \sigma_{1} \ldots s_{0}, \sigma_{n}\right)=s_{1}$. Observe that after this point all infinite runs stay in $s_{1}$, and thus are rejecting. Therefore, for $u=\sigma_{1} \ldots \sigma_{n}$, we have $u w^{\prime} \notin \mathcal{A}^{f}$ for all $w^{\prime} \in \Sigma^{\omega}$, and thus $\mathcal{A}^{f}$ is safe.
$\mathrm{SP} \subseteq H_{\mathcal{A}}$ : Let $P \in \mathrm{SP}$ be a safety property. We want to show that there exists $f \in R(\mathcal{A})$ such that $P=\mathcal{A}^{f}$. Let $S=\left\{u \in \Sigma^{*} \mid \forall w^{\prime} \in \Sigma^{\omega}: u w^{\prime} \notin P\right\}$ be the set of bad prefixes of $P$. We define $f$ such that for every $u=\sigma_{1} \ldots \sigma_{n} \in \Sigma^{*}$ and $\sigma \in \Sigma$ we have if $u \notin S$ and $u \sigma \in S$ then $f\left(s_{0} \sigma_{1} \ldots \sigma_{n} s_{0}, \sigma\right)=s_{1}$, if $u \notin S$ and $u \sigma \notin S$ then $f\left(s_{0} \sigma_{1} \ldots \sigma_{n} s_{0}, \sigma\right)=s_{0}$. Note that $\mathcal{A}$ is deterministic otherwise. Then, for all $w \in \Sigma^{\omega}$, we have $w \notin \mathcal{A}^{f}$ iff there exists a prefix $u \prec w$ such that $u \in S$ iff $w \notin P$.

Proof of Proposition 5.7. We show that $H_{1}$ is not expressible by an automaton (the proof for $H_{2}$ is similar). For this, we prove that for every automaton $\mathcal{A}$ if $H_{1} \subseteq H_{\mathcal{A}}=\left\{\mathcal{A}^{f} \mid f \in R(\mathcal{A})\right\}$ then $H_{1} \subsetneq H_{\mathcal{A}}$.

Observe that each $P \in H_{1}$ is characterized by a set $S \subseteq\{1,2, \ldots\}$ of indices such that all $\sigma_{1} \sigma_{2} \ldots \in P$ and all $i \in S$ satisfy $\sigma_{i}=b$.

Let $\mathcal{A}$ be an automaton and assume $H_{1} \subseteq H_{\mathcal{A}}$. In particular, there exist distinct $P_{1}, P_{2} \in H_{1}$ such that their characterizing sets $S_{1}, S_{2} \subseteq\{1,2, \ldots\}$ of indices do not contain 1, i.e., all words $w \in S_{1} \cup S_{2}$ have either $a$ or $c$ as the first letter. By our initial assumption, there exist $f_{1}, f_{2} \in R(\mathcal{A})$ such that $\mathcal{A}^{f_{1}}=P_{1}$ and $\mathcal{A}^{f_{2}}=P_{2}$.

Now, we describe a resolver $f \in R(\mathcal{A})$ such that $\mathcal{A}^{f} \notin H_{1}$. Intuitively, $f$ imitates either $f_{1}$ or $f_{2}$ depending on the first letter of the input word, and since $\mathcal{A}^{f_{1}} \neq \mathcal{A}^{f_{2}}$, the trace property $\mathcal{A}^{f}$ contains two words on which the $b$-indices do not match.

We define $f$ such that, given an arbitrary history $h=q_{0} \sigma_{1} q_{1} \sigma_{2} \ldots$ of $\mathcal{A}$ and a letter $\sigma \in \Sigma$, we have $f(h, \sigma)=f_{1}(h, \sigma)$ if $\sigma_{1}=a$, and $f(h, \sigma)=f_{2}(h, \sigma)$ otherwise. Consider two words $w_{1} \in P_{1}$ and $w_{2} \in P_{2}$ such that $w_{1}$ starts with $a$ and $w_{2}$ starts with $c$. Then, with input $w_{1}$ the resolver $f$ produces the same run of $\mathcal{A}$ as $f_{1}$, which leads to acceptance of $w_{1}$, i.e., $w_{1} \in \mathcal{A}^{f}$. Moreover, with input $w_{2}$, the resolver $f$ imitates $f_{2}$, therefore $w_{2} \in \mathcal{A}^{f}$ as well. However, since $P_{1}$ and $P_{2}$ are distinct, the occurrences of $b$ s in $w_{1}$ and $w_{2}$ do not overlap, therefore there is no $P \in H_{1}$ such that $u_{1}, u_{2} \in P$, which implies $\mathcal{A}^{f} \notin H_{1}$.

Proof of Theorem 5.8. Recall that, for a given boolean automaton $\mathcal{A}$, we have $H_{\mathcal{A}}=$ $\left\{\mathcal{A}^{f} \mid f \in R(\mathcal{A})\right\}$ where each $\mathcal{A}^{f} \subseteq \Sigma^{\omega}$ is a trace property. Evidently, $H_{\mathcal{A}} \subseteq H_{\mathcal{B}}$ iff for every element of $H_{\mathcal{A}}$ also belongs to $H_{\mathcal{B}}$, i.e., for each $f \in R(\mathcal{A})$ there exists $g \in R(\mathcal{B})$ such that $\mathcal{A}^{f}=\mathcal{B}^{g}$, or equivalently $\mathcal{A}^{f}(w)=\mathcal{B}^{g}(w)$ for all $w \in \Sigma^{\omega}$.
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